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PROGRAM PLAN
HIGH PERFORMANCE COMPUTING AND COMMUNICATIONS (HPCC)

1 INTRODUCTION AND PROGRAM OVERVIEW

1.1 Introduction

This document is the Program Plan for the NASA High Performance Computing and
Communications (HPCC) Program. Thisis the controlling document thet defines the top-leve
technica and management structure of the Program. The Program described in this document has
accderated and will continue to accel erate the development of high-performance computing and
computer communications technologies to meet the needs of the U.S. aerospace, Earth and space
sciences, spaceborne research, and education communities. 1t will so accelerate digtribution of
these technologies to the American public. The technologies developed under this Plan will help
maintain U.S. technica and economic leadership in the internationa arena of high-performance

computing.

1.2 Background

The main objective of the Federd HPCC R& D program isto extend U.S. technologica leadership
in hight performance computing and computer communications. Asthisis accomplished, these
technologies will be widdy disseminated to acceerate the pace of innovation and improve national
economic competitiveness, nationd security, education, hedth care, and the globa environment.
NASA’sHPCC Program is akey contributor to four of the current federa program component
aress.

Hight End Computing and Computation

Large- Scde Networking, including the Next Generation Internet
Human Centered Systems

Education, Training, and Human Resources

The NASA HPCC Program is a critical ement of the Federa IT R&D effort.
NASA'’s primary contribution to the Federal program isits leadership in the development of

agorithms and software for high-end computing and communications systems which will incresse
system effectiveness and rdiability, as well as support the deployment of high-performance,



interoperable, and portable computational tools. As HPCC technologies are developed, NASA
will use them to address aerospace trangportation systems, Earth sciences, and space sciences
research chalenges. NASA's specific research challenges include improving the design and
operation of advanced aerogpace trangportation systems, increasing scientists' abilities to modd the
Earth’s climate and predict globa environmenta trends, furthering our understanding of our cosmic
origins and destiny, and improving the capakilities of advanced spacecraft to explore the Earth and
solar system. The HPCC Program supports research, development, and prototyping of technology
and tools for education, with afocus on making NASA’s data and knowledge bleto
America s sudents. These chalenges require Sgnificant increasesin computationa power, network
speed, and the system software required to make these resources effective in red-world science
and engineering environments.

In support of these objectives, the NASA HPCC Program devel ops, demonstrates, and prototypes
advanced technology concepts and methodologies, provides vdidated tools and techniques, and
responds quickly to critical national issues. As technologies mature, the NASA HPCC Program
facilitates the infuson of key technologiesinto NASA missons activities, and the nationd
engineering, science and education communities, and makes these technologies available to the
American public. The Program is conducted in cooperation with other U.S. Government programs,
the U.S. industry, and the academic community.

1.3 Program Goal

This Program Plan describes the research and development that NASA is pursuing in the area of
high+ performance computing and communicetions. The god of the NASA HPCC Program isto:

Accelerate the development, application, and transfer of high-
performance computing and computer communications technologies to
meet the engineering and science needs of the U.S. aerospace, Earth and
space science, spaceborne research, and education communities, and to
accelerate the distribution of these technologies to the American Public.

1.4 Overall Strategy and Approach

The NASA HPCC Program is planned and executed in cooperation with Federd agencies,
industry, and academia to ensure that the most effective technologies are used to meet Program
gods and to promote the rgpid and effective transfer of technology products. Program success will
require advances in gpplication agorithms and software, system software, and high- performance
computing and communications testbeds. NASA’s strategy is to bring together collaborative teams
conssting of government, academic, and private sector applications and computational methods



developers, systems software developers, and high-performance computing and networking
designers so that interdisciplinary solutions can be sought across the full spectrum of computationa
technologies from gpplications to hardware. Collaborations aso support the emergence of aviable
commercid market for high-performance computing and communications software and hardware.

1.5 Program Components

HPCC is acomputing and communications research program that pursues technologies at various
levels of maturity. Applicationsin the areas of Earth science, space science, aerogpace technology,
and education are used as drivers of HPCC's computationa and communications technology
research, providing the requirements context for the work that is done.

As a cross-cutting multi- enterprise initiative, the HPCC Program receives funds from the Aerospace
Technology (AT), Space Science (SS), and Earth Science (ES) Enterprises, and the Office of
Human Resources and Education.

The HPCC Program is coordinated through the Aerospace Technology Enterprise and is managed
by NASA Ames Research Center. The Program has supporting work a nine NASA field centers
and the Jet Propulsion Laboratory (JPL) and is organized into five Projects.

Computational Aerospace Sciences (CAS)

Earth & Space Sciences (ESS)

Remote Exploration and Experimentation (REE)
Learning Technologies (L T)

NASA Research and Education Network (NREN)

1.6 Program Phasing: Phasel to Phasell

The 1999 Program Commitment Agreement (PCA) called for an evauation of the Program in light
of refocusing efforts within the federd information technologies activities and recent technica trends.
Theintent of this evaluation activity was to establish that the NASA HPCC Program continues to
mest:

NASA commitments to Federd information technologies activities
Requirements of NASA’s customer Enterprises and Headquarters Office:
- Aerogpace Technology Enterprise
- Earth Science Enterprise
- Space Science Enterprise
- NASA Headquarters Office of Human Resources and Education



During Phase | the HPCC Program (FY 92-FY 99) successfully prototyped high-performance
computing and communications technol ogies to enable pioneering advances in each of the HPCC
Program’ s project aress.

High-fiddity, multi-disciplinary smulations of complex aerospace systems.
- Firg-of-akind smulation of powered-lift aircraft in ground effect
- Combined nonlinear aerodynamic-structures anayses
- Complete combustor and compressor Smulations over-night
- Prototype frameworks for propulsion and vehicle design and optimization

System software and hardware technol ogies enabling the timely and cost-effective use of high-
performance computing in the Earth and space sciences:

- Beowulf Pardld Linux, enabling inexpensive PC dusgters running Linux

- Pardld Adaptive Mesh Refinement (AMR) packages

- Pardld/digtributed visudization

Commaodity- based space borne supercomputing;
- Commodity based embedded system with fault injection capability
- Smple software-implemented fault detection and recovery mechanisms

Networking technologies to support NASA missions.
- Multicast Internet Exchange, enabling testing of new [P multicast technologies.

Learning technologies to support NASA'’ s education mission;

- Portable webcagting technology, allowing webcast at low cost from land or sea at any
point above or below the arctic caps (20 degrees latitude)

- Wirdess|link technologies, dlowing school campuses to communicate at medium
to high speeds regardiess of the age of the buildings or origind congruction

- Over The Horizon Technologies, dlowing the link-up of campuses and
communities by reflecting data streams off of the Troposphere overcoming
geographic obstacles

Each of these technologies, as well as many others, first developed in Phase | of the HPCC
Program, are the technica building blocks of the Program’s Phase I1 (FY 00-FY 06) work.

In Phase Il (FY 00-FY 06), the HPCC Program enters the next natura phase in any technology
development program: the generdization, refinement, and insartion of such technologies into the
processes of most relevance to the Program’ s customers and stakeholders. For example, the
prototype frameworks will be extended to support distributed space transportation design events,
the Beowulf technologies will be refined to alow the cost-effective support of elements of the Earth



and space science communities, and the multicast technologies will be further developed and infused
in NASA gpplications. Implicit isashift in focus from proof-of- concept studies to development of
an effective technology legacy.

In addition to the naturd maturation of the Program’s work, there is dways the need to adapt to
relevant technicd trends. In Phase 11, the HPCC Program is explicitly addressing the following
pervasve technicd trends.

Didributed, multi-disciplinary teams. In engineering, science, and education there has been a
strong trend towards geographicaly-digtributed interdisciplinary teams working together to
address challenges of increasing complexity. Increasingly, the teams reguire complex
software systems to enable distributed, multi-disciplinary smulations and collaborations.
Recent progressin artificid intelligence techniques and process modding (distinct from the
discretization of differentia equations) will lead to a broadening of the computationd
techniques which can make use of high-performance computing and communications
technologies.

Digributed computing, storage, and communications resources. Recently, the trend towards
distributed computational, storage, and networking resources has accelerated. Thisisbeing
driven in part by the distributed teams, and partly by striving to make use of the best
resources at the lowest cost. Thistrend isbeing enabled, in part, by the explosive growth of
internet technology, but there remains severe chalenges to extending the internet philosophy
to leading edge science and engineering activities.

Software bottleneck: Since the beginning of the computer era, nearly aten order-of-
magnitude increase in the performance of computer hardware has been achieved, but there
has been only modest gainsin the pace at which software for these systems can be
developed and verified. Asaresult, efforts to apply high-performance computing and
communications to engineering and science chalenges are often constrained by the ahility to
develop the needed software. This Situation is being exacerbated by the trend towards
inter-disciplinary teams working across distributed heterogeneous resources.




1.7 Scope of Program Plan

The HPCC Program Plan provides an authoritative, top-level management description of the
program, and is the controlling document for program content and organization. This plan will be
regularly updated to reflect program progress and strategic redirection. The main purpose of this
Program Plan isto establish:

Program requirements

Program objectives and performance goas

The management organizations responsible for the Program
Program resources, schedules, and controls

The domain of high-performance computing and communicationsis highly dynamic. Technology
breakthroughs occur frequently. In order to provide the highest qudity deliverableswhile
accommodeating a dynamic environment, the HPCC Program needs to be adaptable. At every leve
within the HPCC Program, managers and researchers are required to continuoudy evauate
technica approachesin light of technology trends, while maintaining a clear focus on accomplishing
the Program god's and milestones on time with acceptable risk.



2 PROGRAM OBJECTIVES

Of primary importance in meeting the god of the HPCC Program is to enable the use of high
performance computing and communi cations technologies to improve the effectiveness of the
HPCC Program’s customers. Therefore, the highest level objectives of the Program are to support
the customer impact objective indicated in Section 2.1. However, to meet the customer impact
objective, it is necessary to achieve specific improvementsin performance, interoperability,
portability, reliability, resource management, and usability. The specific technica objectives and
performance indicators in these areas are described in Sections 2.2 — 2.7.

To achieve the overdl program god (Section 1.3), the identified customer impact and technica
objectives (Sections 2.1-2.7) must be accomplished. These objectives will be met if the indicated
performance gods for each objective are met. The purpose of the performance indicatorsisto
suggest characteristics of the ongoing work that would indicate that progress is being made towards
meeting the performance godls.

2.1 Customer Impact Objective

Infuse HPCCP technologies in to mission critical customer Enter prise/Office processes,
document discernable improvements in the customers' processes and, if possible, document
discernable improvementsin the final products as a result of the use of HPCCP technologies.

2.1.1 Aerospace Technology Enterprise

Performance Goals

Demonstrate or document the use of HPCCP technologies to support the reduction in the design

cycletime of at least ten NASA or NASA-gponsored design events, from at least five distinct

NASA Programs, contributing directly to the Aerospace Technology Enterprise gods.
(CAS/NREN)

Demondirate or document the use of HPCCP technologies to enable the analysis or smulation, as

gppropriate, of three digtinct eements of the Nationa Air Space contributing directly to the
Aerospace Technology Enterprise gods. (CAS/NREN)

Performance I ndicators

Industry and NASA basdline metrics



Availability of computationd tools
Infusion of HPCC Program technologies and applicationsinto NASA communities



2.1.2 Earth Scienceand Space Science Enterprises

Performance Goals

Document twenty-five scientific research groups using applications supporting NASA science
objectives operating at 10X improvement using negotiated science metrics over initid ESS Round-3
gpplication basdine and 40% interoperating with stable Earth and space science frameworks
impacting at least 5 scientific communities (2 or more applications per framework; 3 applications
interoperating within a stable Earth System Modding Framework).

(ESS)

Demonstrate an integrated spaceflight-ready commodity-based hardware testbed, system software,
and application system capable of delivering 300 MOPSwett with ardiability of 0.99 over 5 years
(in apace environment) on at least 3 gpplications directly traceable to ongoing NASA space and
Earth sciences research objectives. (REE)

Demondirate or document the use of HPCCP networking technologies to enable the implementation
or development of four projects/programs directly supporting the NASA Earth and space science
research objectives. (NREN)

Performance I ndicators

Availability of computationd tools

Comparison of modd output to satellite sensor data sets

Comparison of integrated coupled mode output to satellite sensor deta sets
Incorporation of HPCC technology into NASA spacecraft and aircraft platforms

2.1.3 Office of Human Resources and Education

Performance Goals

Demondtrate L T-developed, -enabled, or -inspired tools, techniques, and products to disseminate

NASA Earth and space sciences and aerospace engineering data, tools, and knowledge to at least
10,000 educetiona points of contact including American schools, universities, and other formal and
informa educationd inditutions. (LT

Demonstrate or document the routine and persistent use of L T-developed, -enabled, or -inspired
tools, techniques, and products to disseminate NASA Earth science, space science and agrospace



engineering data, tools, and knowledge to at least 1,000 American formal and informal educationd
inditutions. (LT)

Performance I ndicators

Infusion of LT toals, technology, and internet-based products into the forma and informal
educationa pipdine from pre-service to the classroom and beyond

2.2 Computational and Communications Perfor mance Objective

Dramatically increase the computer and communications performance available for usein
meeting NASA mission requirements.

Performance is defined as the rate at which a computer performs operations, or a network
transfers data, or a storage system stores/retrieves data or an application and underlying
computational system completes a task.

Performance Goals

Demondirate the effective use on NASA aerospace systems, Earth and space sciences, or
education chalenges of computational or communications systems ddlivering:

250 Gigaflops sustained on applications, ground based (CASESS)
300 MOPS/waitt, space ready (REE)
1 Gigabits/second end-to-end sustained, ground based (NREN)

Demondirate the effective use on NASA aerospace systems, Earth and space sciences, or
education challenges of gpplications ddlivering:
A complete vehicle analysisin one day (CAYS)
A complete propulson system analyssin one day (CAYS)
Produce on aweekly bass, ensembles of one-year forecasts of
climate events using a 1 degree atmosphere and al/3 degree
ocean resolution (ESS)
Assmilation of atmospheric data at 1/2 degree resolution at arate
of 30 days per day (ESS)

Performance I ndicators

Capability computing testbeds
Development of low-cogt platforms
Performance analys's and monitoring tools
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Reduction of requirements through improved agorithms
Implementation of new networking technologies and capatilities
Use of revolutionary application across Next Generation Internet

2.3 Interoper ability Objective

Dramatically increase the interoperability of application and system software operating on
high-performance computing and communi cations systems available for use in meeting
NASA mission requirements.

Interoperability is defined as the ability of software on multiple machines from multiple
vendors to communicate.

Performance Goals

Demondtrate on NASA aerospace systems, Earth and space sciences, or education chalenges

technologies that endble:
Interoperation among at least ten distinct computational Smulation, data.analyss, or other tools
spanning at least three aerospace disciplines. (CAYS)

Interoperation among at least three gpplications in the Earth System Modding framework, and
two gpplicationsin at least four other Earth and space science frameworks.

(ESS)
Hight performance Multicast protocols among five networks, and quality-of-service and traffic
engineering capabilities among three networks. (NREN)
Integration of a new computational Smulation, data andys's, or other tool into an
interdisciplinary framework in one day. (CASESS)
Integration of anew computing or sorage system into a computationd grid in one day.

(CAY)
Integration of a new networking protocol, methodology or tool into an integrated testbed in one
day. (NREN)

Performance I ndicators

Industry-standard software design and coding practices
Configuration management and interface agreements
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2.4 Portability Objective

Dramatically improve the portability of application software and data to new or
reconfigured high-performance computing and communications systems available for usein
meeting NASA mission requirements.

Portability is defined as the ease with which a piece of software (or file format) can be
"ported”, i.e. made to run on a new platform and/or compile with a new compiler.

Performance Goals

Demongtrate on NASA aerospace systems, Earth and space sciences, or education challenges
technologiesthat enable:
Successful execution of a computationd smulation, data andysis, communication, or other tool
on anew computer, network, or storage system, or combination of these resources within one
week. (CAS/ESS/INREN)
Successful execution of a computational Smulation, data andys's, communication, or other tool
on a computer, network, or storage system, or combination of these resources within one day
of amodification in the software or hardware configuration of these resources.
(CAS/ESS/INREN)

Performance I ndicators

Use of software engineering techniques
Software reusability

2.5 Reliability Objective
Dramatically improve the reliability of user-requested events executing on high-performance
computing and communications systems available for use in meeting NASA mission

requirements.

Reliability is defined as the probability that a given computer-based event (e.g.,
computational operation, data transfer or storage) will complete successfully.

Performance Goals
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Demongtrate on Earth and space sciences space- borne gpplications the successful completion of
99% of the requested computationa events over a5-year time period. (REE)

Demonstrate on NASA aerospace systemns gpplications the successful execution of 99% of the user
requested computationa events over a 24-hour time period on a distributed computationa system
induding a least ten digtinct resources, including at least one computer platform, one mass storage
system, and one wide-area network. (CAS/NREN)

Performance I ndicators
Rdiability testing

Deveopment of application agorithms designed to dlow enhanced riability
Didtribution of system software to enable enhanced reliability

2.6 Computational Resour ces M anagement Objective

Dramatically improve the ability to manage heterogeneous and distributed high-performance
computing, storage, and networking resources available for use in meeting NASA mission
requirements.

Resour ce management is defined as the ability to allocate compute, network, and/or storage

resources to allow the most appropriate execution of an event request.

Performance Goals

Demongtrate on NASA aerospace systems, Earth science, and space science gpplications the
ability to alocate compute, storage, and network resources to a requested computational event,
including at least ten digtinct resources, including at least one computer platform, one mass storage
system, and one wide-area network. (CAS/NREN)

Performance I ndicators

Felding of applications capable of effectively exploiting distributed resources
Digribution of software to enable smple and timely alocation of resources
Identification of acomputing, storage, and networking resource pool which can be alocated

2.7 Customer Usability Objective

13



Dramatically improve the usability of high-performance computing and communications
tools and techniques available for use in meeting NASA mission requirements.

Usability is characterized as the effectiveness, efficiency, and satisfaction with which users
can achieve tasks in the user environment presented by a technology or integrated system of
technologies. High usability means a systemis. easy to learn and remember; efficient,
visually pleasing and easy to use; and quick to recover fromerrors.

Performance Goals

Demondtrate visua- based assembly and successful execution of aerospace applications.
(CAY)

Demondirate a spaceborne computing environment that has the same usability as its contemporary
commercid equivaent. (REE)

Provide the integration of networking enhancements into aerogpace and Earth sciences gpplications
codes that dlow for a quantifiable improvement in user percaelved performance.
(NREN)

Demondrate for NASA education gpplications, the ability to receive kinetic, auditory, and visud
input and present multimediainformation to students through full motion three-dimensona imaging
and haptic feedback in anintegrated format that dlows for a quantifiable improvement in the
effectiveness of the learning experience. (LT)

Performance I ndicators
Usdhility testing

I dentification of specific usability requirements
Development of software modules or systems to enhance usability
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3 CUSTOMER DEFINITION AND ADVOCACY

The HPCC Program is a cross- cutting technology activity that enables NASA’ s Enterprises,
Offices, and Centersto deliver products and services to their customers more effectively and
efficiently. HPCC research has the god to reduce costs and development time, while increasing the
capability to generate, access, andyze, and interpret engineering and science data.

Although the technology developed and demonstrated under the HPCC Program will enable the
development of full-scale computing and communications systems, it is expected that the HPCC
Program will not fund the actua acquisition of full-scale production systems. The implementation of
full-scale production and operational systems is the responsibility of the HPCC customers.

Specific HPCC customers are other NASA Programs and organizations, selected segments of the
U.S. aerospace manufacturing industry, academic research labs, other U.S. Government Agencies,
the U.S. education community, and the information technology industry. Table 3.1isaliging of
customers by HPCCP Project.

The HPCC Program Executive Committee and the Executive Committee Working Group are the
key interfaces to the sponsoring NASA Enterprises and Headquarters Office. Cooperative efforts
with NASA mission engineers, scientists, and educators are the most essentid technical interfaces
with the key customer bases. Forma workshops and forma/informa communications have been
and will continue to be utilized to maintain an interface with large cross-sections of the customer
bases.

Advocacy for the HPCC Program within NASA isled by the Aerospace Technology (AT)
Enterprise, with support from the other three sponsors: the Earth Science and Space Science
Enterprises, and the NASA Office of Human Resources and Education. The Aerospace
Technology Enterprise serves as the primary liaison for interactions with other federa agencies and
for advocacy with OMB and Congressional representatives.

15



PROJECT PRINCIPAL GOVERNMENT PRINCIPAL
CUSTOMERS INDUSTRY AND
ACADEMIC
CUSTOMERS
Computational Aerospace | NASA Aerospace Technology Aerospace vehicle and
Sciences (CAYS) Enterprise, researchersin applied engine manufacturers,
computationa aerospace sciences Information Technology
and computer science, engineers industry supplying
developing aeronautical and space commercid technology to
trangportation systems aerospace community
Earth and Space Sciences | NASA’s Earth Science Enterprise, Universty labs performing
(ESS) Space Science Enterprise, scientific research in Earth
Government research labs performing | and space sciences
scientific research in Earth and space
sciences
Remote Explorationand | NASA’s Earth Science Enterprise, Commercid satellite
Experimentation (REE) Space Science Enterprise, NASA industry
and DoD missions requiring
gpaceborne embedded high-end
computing
Learning Technologies NASA'’s Office of Human Resources | Information Technology
(LT and Education, Federd, State and industry supplying
Local Government Agencies and commercid technology for
Depatmentsinvolved in K-12 K-12 education
education
NASA Research and NASA’s Aerospace Technology Information Technology
Education Network Enterprise, Earth Science Enterprise, | industry supplying
(NREN) Space Science Enterprise, and Office | commercia technology to
of Human Resources and Education, | aerospace, Earth and
aswell as other federd organizations | space sciences and
requiring state- of-the-art networking | education communities

Table 3-1;: HPCC Customers
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4 PROGRAM AUTHORITY AND MANAGEMENT STRUCTURE

The overal program authority is established by the NASA Headquarters Program Management
Council (PMC). The Program Commitment Agreement (PCA) represents the Agency-leved
agreement for the implementation of the HPCC Program. Although the Program is funded by three
Enterprises and the Office of Human Resources and Educetion, the overall management of HPCC is
formally within the Aerospace Technology Enterprise. Ames Research Center isthe lead center,
and the execution of the HPCC Program is managed by the HPCC Program Office located at
Ames.

4.1 Organization

Figure 4-1 shows the management structure of the HPCC Program. The NASA Office of
Aerospace Technology, Office of Earth Science, Office of Space Science, and Office of Human
Resources and Education are the customers of the HPCC Program. Overal program objectives,
requirements, and metrics are established by the NASA HPCC Executive Committee, composed of
Asociate Adminigrators of dl of the NASA Agency Office customers and chaired by the
Asociate Adminigtrator of the Office of Aerospace Technology. The NASA Office of Aerospace
Technology isthe NASA Headquarters foca point for coordinating the Program’ s Headquarters-
level approvdls, reviews, and customer advocacy.

The NASA HPCC Executive Committee Working Group, comprised of senior representatives from
each Agency Office customer organization, works closaly with both the HPCC Executive
Committee and the HPCC Program office to ensure that the customers’ requirements are
addressed.

NASA Ames Research Center is responsible for the overdl direction, control, and oversight of
HPCC Program implementation. Under the direction of the Ames Center Director, the HPCC
Program Office located et Ames is responsible for the overal management and execution of the
Program, including the maintenance of program:-level plans, coordination of program-leve reviews,
and the overd| coordination of work across the Projects.

Cross-Project synergy is critica to the mogt effective execution of the HPCC Program. The
Program Office sponsors, and each Project participates in, cross-cutting integration management
teams chartered to review and recommend actions to improve the effectiveness of HPCCP
gpplication, system software, and testbed research, development, prototyping, and infuson into the
customers processes. Specific issues being addressed are greater cross- Project sharing of
gpplication techniques and agorithms, a concerted effort towards developing atechnical legacy to
support high-performance, interoperable, and portable applications, and the best use of al testbed
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resources to meet NASA's aerospace, Earth and space sciences, and education mission
requirements.

The work of the HPCC Program is managed through five customer-focused Projects. The
Computationa Aerospace Sciences (CAS) Project focuses on developing advanced computing and
communications technologies to improve the design and operation of aerospace trangportation
systems. The Earth and Space Sciences (ESS) Project is focused on bringing high-performance
computing and communications systems to bear on improving the rate of progress in the Earth and
gpace sciences. The Remote Exploration and Experimentation (REE) Project endeavors to bring
high- performance computing to spaceborne platforms. The NASA Research and Education
Network (NREN) Project pursues the development of high-performance communications
technologies for NASA missons. The Learning Technologies (LT) Project represents the primary
educationd technology component of HPCC.

The execution of the NASA HPCC Program involves al NASA centers.

NASA HPCC Office of Aerospace Technology
Executive Committee M Samuel L.Venneri
Samuel L. Venneri AA-OAT Associate Administrator
Ghassem Asrar AA-OES I
Edward J. Weiler AA-OSS
Vicki Novak AA-OHRE Ames Research Center
Lee Holcomb CIO Henry McDonald
Director, Ames Research Center
NASA HPCC |
EC Workin i
rerreno ) Hertzg Group OAT . HPCC Program Office Application Integration
Idin OES . ugene L. Tu, Program Manager Management Team
Omar Spaulding William R. Van Dalsem, Deputy Program Manage! _
Joseph H.Bredekamp ~ OSS Patti P. Powell, Resources Executive Daniel S. Katz
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Figure4-1: NASA HPCC Management Structure

4.2 NASA HPCC Program Executive Committee

The NASA HPCC Program Executive Committee (EC) establishes program objectives,
requirements, and metrics and validates the Strategic direction and plans of the program based on
Agency policy and guiddines. The HPCC EC aso approves the HPCC Program Plan, assesses
program performance against requirements and customer expectations, and provides for cross-
Enterprise coordination. All of the customer NASA Enterprises and Headquarters Offices
(Aerospace Technology, Earth Science, and Space Science Enterprises and the Office of Human
Resources and Education) are represented on the Executive Committee at the Associate
Adminigrator level. The NASA Chief Information Officer isamember to ensure that Executive
Committee has appropriate information regarding NASA and interagency information technology
activities. The Associate Adminigtrator for the Aerospace Technology Enterprise isthe Chair of the
HPCC Executive Committee.

The HPCC EC will meet at least twice ayear to validate program objectives, requirements, and
metrics. If required, the HPCC EC will meet more frequently. Specific processes and products of
the HPCC EC are defined in the EC Charter.

4.2.1 NASA HPCC Program Executive Committee Working Group

In support of the HPCC EC, aworking group has been formed consisting of representatives from
the customer NASA Enterprises and Headquarters Offices (Aerospace Technology, Earth Science,
and Space Science Enterprises and the Office of Human Resources and Educeation). The HPCC
EC Working Group provides recommendations to the HPCC EC regarding program objectives,
requirements, and metrics aswell as approva of the HPCC Program Plan, assessment of program
performance againgt requirements and customer expectations, and cross- Enterprise coordination.

The HPCC EC Working Group (WG) will typically meet on a quarterly basis. If required, the
HPCC EC will meet more frequently. Specific processes and products of the HPCC EC WG are
defined in the WG Charter.

4.3 Office of Aerospace Technology

19



The NASA Office of Aerospace Technology isthe NASA Headquarters foca point for
coordinating through the HPCC Program Executive Committee the Program approvals, reviews,
and customer advocacy.
Specificdly, the Office of Aerogpace Technology will:

Chair the NASA HPCC Program Executive Committee

Provide aforum for the review of HPCC Program status on a quarterly basis

Report HPCC Program status to the NASA Program Management Council

Coordinate the Independent Annua Review process with the Chief Engineer’s Office

Facilitate the review and gpproval of HPCC Program Commitment Agreement, Program Plan,
and other documents requiring NASA Headquarter’s level gpprova

Coordinate ddlivery of Program information for use by the Executive and Legidétive Branches
of the federd government

4.4 Ames Resear ch Center

Ames Research Center isthe lead center for the HPCC Program. The Ames Center Director is
responsible for providing overdl management of the implementation of the HPCC Program.

Specificaly, the Ames Center Director will:
Provide overal direction, control, and oversight of program implementation
Appoaint the Program and Deputy Program Managers and other key program office staff
Maintain an HPCC Program Office

Review HPCC Program performance, schedule, and cost status

4.5 Program Office
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Congstert with the program objectives, requirements, and metrics established by the HPCC
Executive Committee, and the overdl direction, control and oversight of the Ames Center Director,
the Program Office manages the execution of the HPCC Program and its Projects.

The Program Office will:
Execute the Program Plan:
Execute the HPCC Program consistent with the approved and current Program Plan

Maintain gpproved and current Program documents:
HPCC Program Commitment Agreement (PCA) document
HPCC Program Plan which is consistent with the approved PCA

Approve Project Plans.
HPCCP Project Plans which are consistent with and support the approved HPCC Program
PCA and Program Plan

Report Program status to:
Ames senior management on a monthly basis
Office of Aerospace Technology on a quarterly basis
Executive Committee and EC Working Group as required

Maintain outreach activities including:
Publication of the HPCC Program Insghts Magazine on a quarterly basis
Maintenance of a current HPCC Program website (www.hpcc.nasa.gov)

The Program Office shdl at dl times strive to obtain the best possible synergy across the Program.
These efforts will be supported by the Application, System Software, and Testbed Integration
Teams which report to the Program Office

In addition, the Program Office is respongble for retaining current knowledge of:
Technica trends in high-performance computing and communications
Current and evolving requirements of HPCC Program stakeholders and customers
Other NASA, federal government, private sector, and internationa high-performance computing

and communications research and development activities

The Program Office shdl insure that the HPCC Program continues to be as effective as possiblein
light of these evolving externd factors.
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4.6 Project Management

The HPCC Program Office is supported by the Project Managers for each of the five HPCC
projects. The NASA centers that lead each of the HPCC Projects are responsible for designating a
manager who will have project management authority.

HPCC Project Manager responsihilities include:

Overdl management of the assigned multi-center project, including cost, schedule, and technica
performance

Preparing and maintaining the project plan, specifications, schedules, and budgets

Reporting project performance and status, including contracts, to the HPCC Program Office
and as otherwise required

Submitting project reports and preparing and presenting project reviews and technical advocacy
materids

Maintaining a current Project-level website linked to the HPCC Program website

4.7 Integration Management Teams

Three Integration Management Teams support the Program Office in insuring the Program is
executed with good awareness of evolving technica trends and with as much inter- and intra-
Program collaboration as is productive:

Application Integration Management Team
System Software Integration Management Team
Testbed Integration Management Team

Each Integration Management Team will congst of at least one member from each of the NASA
HPCC Program Projects (e.g., CAS, ESS, REE, NREN, and LT). The memberswill nominate a
Team Manager from among themsdlves. The Team Manager will be responsble for overseeing the
operation of the Integration Management Team, and the meeting of the Team'’ s respongibilities.

Further details of the Integration Management Team processes and products are defined in the
Team Charters.
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5 PROGRAM REQUIREMENTS

The NASA HPCC Program is designed to support the overdl Federd high- performance computing
and communications goas while addressing agency-specific computationa challenges beyond the
projected cgpabilities of commercidly-available computing and communications sysems. These
computational challenges have been chosen for their impact on NASA’s missons, their nationa
importance, and the technical chalenge they provide to the NASA HPCC Program.

The science and engineering requirements inherent in the selected NASA gpplications require a
least three orders of magnitude improvement in high-performance computing and networking
capabilities over the capabilities that existed a the beginning of the program in FY 1992. Of equd
importance, significant advances in interoperaility, portability, reiability, resource management, and
usability are essentia to the pervasive and effective gpplication of increased computationa and
communications performance to NASA’s gods. NASA’s requirements in these areas are beyond
the planning horizons of the commercia sector. NASA must develop new approaches and
technologies and demondtrate their feasibility before the commercid sector can move aggressively
into these areas and eventualy meet NASA'’s requirements.

The Program has been organized into five customer-focused Projects which strive to develop,
demondtrate, and infuse into customer processes integrated systems of application, system software,
and testbeds which, in total, meet the overal HPCC Program god identified in Section 1.3 and each
of the customer impact and technical objectivesidentified in Section 2.

5.1 Computational Aerospace Sciences (CAS) Project

The Computationa Aerospace Sciences (CAS) Project addresses the high-end computing needs of
the NASA Aerospace Technology Enterprise and the extended aerospace community, induding
other government agencies, industry, and academia. The CAS god isto:

Enable improvements to NASA technologies and capabilities in aerospace transportation
through the development and application of high-performance computing technologies

and the infusion of these technologies into the NASA and national aerospace
community.

511 Overview
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The CAS Project facilitates the transfer of technology developed in NASA aerospace and
information technology research efforts to routine use by operationaly-oriented or product-oriented
programs within the NASA Aerospace Technology Enterprise. Thiswill provide the aerospace
community with key tools necessary to reduce design cycle times and increase fidelity in order to
improve the safety, efficiency, and capability of future aerospace vehicles and sysems. This hasthe
additiona benefit of establishing within the aerogpace community aviable market for vendors of
high+ performance computing hardware and software. CAS, because of this relationship with the
generd computer science community, provides input and direction for developing technology for

aerospace gpplication.

The CAS Project works with NASA Aerospace Technology Enterprise Programs and the
extended aerospace community to select high-priority areas that have bottlenecks or limits that
could be addressed through the gpplication of high-end computing. These chalenging, customer-
focused gpplications guide efforts on advancing aerospace agorithms and gpplications, system
software, and computing machinery. These advances are then combined to demonstrate Significant
improvements in overal system performance and cgpability.

5.1.2 Technical Plan for CAS

CASisorganized into and supports work in three mgjor aress.

Aerospace applications and agorithms, providing the customer focus

Computing testbeds, providing the laboratory of research hardware

Systems software that forms the interface between the testbed and the user
In thisway, the project brings together a collaborative team of developers so that the proper
balance of activities can be orchestrated across the full spectrum of computational technology from
gpplications to hardware.

The CAS customer-focused Advanced Technology Applications (ATA'S) are aerospace
problems that are selected because of thelr importance to NASA's Aerospace Technology
Enterprise, their ability to drive high- performance end-to-end computationd technology
development, and their ability to cover the spectrum of the types of problems expected to be
encountered by the aerospace community in the next 3-10 years. The ATA’s are selected through
partnership with the Aerospace Technology Enterprise; and ATA research focuses on areas critical
to the entire lifecycle of aerogpace vehicles, from concept to operation, providing tools necessary to
reduce design cydle times and increase fiddity to improve safety, efficiency, and capability of future
aerospace vehicles and systems.

ATA dfforts include improving and streamlining the analys's process (from set-up to post-
processing), coupling the analyses of multiple disciplines and components, and integrating models
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and andyses for comprehengve analys's, design, and optimization. Thiswill be donein waysto
enable operation on HPCCP testbeds and to facilitate eventual transfer to other organizations
through attention to performance, portability, interoperability, reliability, resource management and
usability.

To exploit the potentia for highly concurrent processing using large numbers of processors, whether
in one machine or in many networked machines, CAS develops new tools for andysis and
optimization that reflect the underlying physics and yet are tailored to the highly concurrent
architectures. Algorithm innovations will be required to make best use of these highly concurrent
architectures.  For example, agorithms are needed that operate effectively on computing systems
with long and/or nor-homogeneous latencies between computing nodes.  Algorithms must not only
be latency-tolerant but must be latency-adaptive.

The CAS Computational Testbed effort isfocused on providing a continuoudy evolving research
testbed for the development of ATA's. In Phase | of the HPCC Program and the CAS Project,
CPU speed and memory were the bottlenecks, and so CAS supported the acquisition and use of a
series of high-performance pardle computing systems. CAS dso supported the development and
evaudion of codt-effective workstation clusters.

Thisfocus on individud systems was important when the ATA focus was largely on improving the
speed of computations for individud disciplines and/or components. While still important,
aerospace problem solving now encompasses much more. It islikely to involve geographicaly-
distributed teams; running 24- hours around the clock and requiring computing and experimentd
tools and data archives to Smulate multi-disciplinary interactions between components. Ability to
make use of al available resources and corporate knowledge and to have access to reusable
components and tools play avitd rolein reducing cost and risk as well.

In this environment, single systems (even massively pardlel ones) are insufficient and/or cost
prohibitive. Y et computing resources are everywhere. At the same time, speed and predictability
of turn-around time are crucia for making use of distributed heterogeneous systems. A seamless
interface to ardiable and predictable system is needed to limit the labor-intensve tasks of porting
gpplications from system to system.

Fortunately, new nationwide efforts to develop computationd grids provide promising technologies
for improving turn-around time and throughput by providing the basis and infrastructure to
retain/improve performance while enabling portability, interoperability, reiability, resource
management, and usability. The key isto hide from the user the detailed components and
architecture of the grid by providing services that remain unchanged regardless of changes to the
underlying structure. An exampleis providing system-leve services that improve scheduling
capability through modeling, monitoring, prediction, load balancing, resource reservation and qudity
of sarvice guarantees.
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The CAS System Softwar e effort takes system-level services (such as those mentioned above) and
providesto the user the tools to enable improved and predicted turnaround and throughput. For
example, tools must be provided to enable gpplications to be easily moved between systems with
little or no human intervention. Tools must aso be provided to creste, maintain, and use modular
gpplication components that can interoperate; and users efforts must be minimized through easy-to-
usetools and ardligble system.

Just as CAS works with the aerospace community to identify problems and work on bottlenecksin
the applications area, CAS aso works with the information systems community and the NASA
Research and Education Network (NREN) Project to transfer computing and communications
technologies from the research to the operationa environment. One aspect of thisisfor CASto
provide access to hardware and software testbeds to the wider aerospace community (not just to
ATA-funded researchers) so that other scientists and engineers can have access to the new
technology and o that they can provide awider range of chalenges to the testbed systems.

The results of the effortsin the three CAS work breskdown structure areas are brought together in
demondtrations of new and improved cgpabilities such as.

Multi-disciplinary, three-dimensiona smulation of a complete propulsion system in one day
High-fiddity, full-vehicle smulation of commercid arcraft or advanced concept vehiclein one
day

Multi-disciplinary analysis of anew space trangportation vehicle for flight characteristics in one
day, and optimization in one week

Smulation of the nationa ar transportation system for safety and/or capacity in one day

In the long term, the technologies developed in CAS will enable the entire life cycle of anew vehicle
to be designed and deployed in virtua smulation. These technologies will be transferred to
aerogpace and information systems activities, specificaly targeting those striving to meet NASA's
aerogpace technology gods, and, as appropriate, emerging efforts such as the NASA Intelligent
Synthesis Environment Initiative. Through partnerships with the extended CAS community of
government agencies, industry, and academia, additiona bi-directiond technology transfer will
occur.

CASwill continualy collaborate with the Learning Technologies Project to evaluate CAS
technologies for broader application to the public interest. For example, Smpler versions of
gpplications (e.g., for arcraft or engine design) could be created in “education versons’ as opposed
to “engineering versons.”
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5.2 Earth and Space Sciences (ESS) Project

The god of the ESS Project in the NASA HPCC Program is to:

Demonstrate the power of high-end and scalable cost-effective computing
environmentsto further our understanding and ability to predict the dynamic
interaction of physical, chemical, and biological processes affecting the Earth,

the solar-terrestrial environment, and the universe.

521 Overview

The ESS Project is gtriving to enable the NASA science Enterprises and their field centers to meet
increasing mission requirements more effectively and efficiently. Guided by the strategic plans of the
Enterprises, ESS research increases NASA's capability to produce, andyze, and understand its
science and misson data while reducing the investment in money, time, and human resources
required to do so.

A primary ESS objective is to provide the necessary scalable computationa technologies and
software tools to further the development of a suite of multidisciplinary models, smulations, and
analyses of data products by the NASA science community toward the goal of scalable global
smulations coupling many disciplines and to the smulaion of complex multiple-scale problems
associated with gpace science. High resolution, multidisciplinary models are important for their
predictive value and for their ability to extrgpolate beyond our ability to measure and observe
sysemsdirectly. For example, if the time scale of interest is on the order of one hundred years,
systems must be smulated for thousands of years. Learning what the important interactions are,
whet their time scales are, and what controls exist in the system are important needs of the emerging
Earth systems science and is an activity that requires computing power at the TeraFLOPS level or
greater and networking capability in the gigabit per second range.

The advanced semiconductor and fiber optic technologies which are driving ground-based
computing and communications advances are aso migrating into flight instrument sensors, providing
improved spatia and spectral resolution and resulting in higher data rates to the ground. Analyss of
the data produced by these sensors requires data retrieva agorithms which may scale with the
square of the data resolution. Ground-based computational systems must process and anadyze this
data at arate that meets or exceedsthe rates at which it reaches the ground. The volume of datato
be obtained from next-generation space borne sensors will be so grest that current and next-
generation computing systems will be inadequate for the required modding, data assmilation, and
andysstasks. Datafrom many sensor syssemswill be collected at frequent intervas over a period
of many years, stressing mass storage systems, and enabling reprocessing projects which can again
dramatically increase the throughput requirements on computing systems and their data 1/O
capabilities.
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Asadirect result of theinitid phase of the HPCC Program, high-performance scientific codes have
emerged as powerful tools for performing important work for NASA. These highly-capable
scalable codes have exposed new issues that are as important as performance: code interoperability,
portability of gpplications among the variety of high-performance architectures, and management of
the complexity of resulting coupled models. It has become evident that additiond performance,
though necessary, is not sufficient to make a code useful for support of NASA research and
missons. The cost to adapt existing high- performance research codes to function with suites of
NASA research or production codes for evaluation and eventual adoption and use may be
prohibitively high. Thisis because code interoperability, which often exists among code components
within specific research groups, rarely exists between these groups, and there are many such groups.
In some cases, several Agencies such as NASA, NSF, DOE, and DOD fund multiple research
groups within a moddling community, al researching advanced modds, but these modes lack the
ability to interoperate. This Stuation is not asignificant issue when the primary products of the
research groups are research findings shared through scientific papers, but with the emergence of
powerful modeling and andlysis codes as key tools of NASA science and mission support,
preparation of these codes for ease of incorporation and use by NASA has become extremely
important.

5.2.2 Technical Plan for ESS

The god of the Round-3 CAN (FY 00-04) of the ESS Project is to enable production-ready high-
performance Earth and space science computationa gpplications which analyze or interpret NASA
Enterprise observational misson data The technicd plan for Round-3 is organized into three mgjor
efforts focused on applications, computing testbeds, and system software.

ESS applications are sdlected because of their scientific importance, ability to drive high-
performance end-to-end computational technology development, and diverse workloads
representative of what might be found in an Earth and space science computing facility 3-5 years
out. Applications research focuses on aress critica to NASA science: the coupling of advanced
discipline modelsinto scaable globd smulations, providing redistic globa change understanding;
3D smulation of plasmas and fluids; high resolution modeding of astrophysicd systems; and the
integration of models and anayss agorithms for processing, analyzing, and understanding the
enormous volumes of data expected from the internationa missions planned in the next decade and

beyond.

Round-3 is designed to have broad impact in the scientific community. Investigations are sought
whose code products will be used by other groups, especidly through an identifiable
provider/customer relationship. Customers of Round- 3 technology include NASA scientific
research programs and flight missions that require mature high- performance codes for usein
production and operational computing environments. Investigator Teams will be asked to advance
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the performance of proposed specific application codes and expand their interoperability with other
related codes within sdf- defined multidisciplinary scientific communities. Development of an Earth
System Moddling Framework (ESMF) will be a high priority. Desired outcomesinclude fostering
reusability among software components and portability among high-end computing architectures,
reduction in the time required to modify research application codes, structuring of systems for better
management of evolving codes, and enabling of software exchange between mgjor centers of
research.

ESS computing testbeds provide Investigator Teams with access to sgnificant computing
resources and applications support to assst them in achieving their code improvement milestones.
The development of ESS testbeds will ensure that high-end scalable computer syslems evolvein a
direction that leads to sustainable and usable TeraFL OPS for ESS gpplications. The ESS testbeds
activity will be coordinated with those NASA projects which are customers of the ESS-devel oped
software technologies so that production and operationa platform capacity will more likely be
available for their use once the ESS- sponsored research is ddivered. ESS will actively facilitate
restructuring and movement of codes to very inexpensive commodity-based high-performance
systems which currently have high interprocessor latency, much less mature system software, little
vendor support and little applications support. ESS plans to provide a capability computing testbed
Szed to meet the negotiated requirements of the selected Round-3 Teams. It will be leveraged with
other HPCC projects that require high-end computing (e.g. CAS) to give ESS accessto
sgnificantly more cgpability computing resource than it could otherwise acquire done. Where
appropriate, ESS will also seek to leverage capabilities from outside of the HPCC Program. ESS
will dso provide acommodity-based clugter running the Linux operating system sized by
Investigator needs. ESS will give scientists from the broader Earth and space sciences community
who receive NASA funding, but are not supported by ESS, access to the testbeds to assist themin
preparing to use scalable pardld sysems.

The god of the ESS systems softwar e research and development activitiesis to make high-end
scalable computer systems an integral part of large- scale computing resources in the Earth and
gpace sciences. In these science communities, applications are increasingly complex andin a
continuing state of flux, evolving as the scientific understanding of the problems evolve, and moving
through a series of computer systems because their life time exceeds that of high-end computer
platforms. Primary computing system requirements include: tools and techniques that support
achievement of interoperation among major code components with relative ease while
smultaneoudy achieving high performance; tools that alow use of advanced high-performance
computational methods by typica users; techniques that alow for rgpid porting and tuning of
evolving gpplications to the loca architectures, and visuaization tools accessble from remote
locations cagpable of handling the data volumes associated with TeraFL OPS systems. ESS is
focusing its system software R& D efforts on four mgor thrusts which address these requirements
while leveraging other research groups and vendors to provide other software tools.
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1) Facilitate evolution of an Earth System Modeling Framework - ESS has set an objectivein
Round-3 of facilitating movement of a critical mass of the NASA Earth sysem modding community
to a common modding infrastructure (a step they have called for) by actively fecilitating the joint
definition of an Earth Sysem Modding Framework (ESMF) by this community and migration of
their codes to this framework.

2) Provide practicd pardld Adaptive Mesh Refinement (AMR) packages that do not require
sophisticated knowledge to use - Adaptive mesh refinement (AMR) is an advanced numerica
technique increasingly popular in the scientific and engineering communities for large-scale
gpplications which cannot achieve the spatid resolution which they require with uniform grids. Use
of AMR techniques can sgnificantly improve computationa and computer memory efficiency by
devoting finite CPU and memory resources to computationa regions where they are most needed,
thus making it possible to compute an accurate numerica solution of amuch larger problem than
would be possbleif usng aglobd fine mesh.

3) Develop new methods to visudize massive data sets produced by ESS Applications— High end
applications cregte new problems involving the analys's and visualization of the resulting datasets.
4D smulation and remote sensing datasets which are produced and consumed on these machines
are often too large to be transferred to or stored a an investigator’ s local Sitein their entirety. ESS
isenhancing low end workstation tools to make use of HPC technology. The data access,
rendering, display, and user interface modules are developed to execute in a distributed
environmen.

4) Leverage the Linux operating system — ESS will bring very inexpensive high- performance pardléel
computing to the NASA science user environment by leveraging the Linux operating system and
computer indugtry’ s investment in mass market technology. Pardld Linux clusters are moving to the
production computing floor for some gpplications but much system software, taken for granted on
commercid systems, is ill needed to make them generdly useful. In Round-3, ESS will stress test
Linux clusters with Investigator codes, develop system software to overcome key shortcomings,

and motivate the development of latency-tolerant computationd techniques cgpable of achieving
new levels of cost-effective high- performance computing. It is anticipated that Beowulf system
vendors will rgpidly incorporate system software innovations into their products.

ESS will perform evauation throughout Round-3 to identify and understand the critical success
factorsfor the selected Investigations. The characterigtics of the codes that affect performance and
interoperability as well as characterigtics of the testbeds that affect performance and usability will be
assessed.  ESSwill collaborate with groups performing basic research into next-generation
computing systems to provide them with test codes and application characterizations from the
Round- 3 gpplications codes to ensure that their research addresses the computational requirements
originating in NASA science.
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ESS will collaborate with the HPCC Learning Technologies Project to transition ESS Investigator
technologies into effective and timdy spin-offs. ESS will identify ways for making materids and
knowledge coming out of their Investigations available to the public or for usein primary and
secondary education (K-12) inthe U.S. ESSwill dso identify ways for making problem solving
approaches, dgorithms, modules or data products coming out of their Investigations useful to public
organizations such as state and loca governments or private industry.
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5.3 Remote Exploration and Experimentation (REE) Project

The gods of the Remote Exploration and Experimentation Project are to:

Demonstrate a process for rapidly transferring commercial high-performance
computing technology into ultra-low power, fault tolerant architectures for
space.

Demonstrate that high-performance onboard processing capability enables a new
class of science investigation and highly-autonomous remote operation.

5.3.1 Overview

NASA and DOD requirements for space-capable computing technology are becoming more
demanding, especidly with regard to available power and cooling, performance, rdiability, and cost.
The REE Project seeks to leverage the considerable investment of the ground-based computing
industry by bringing supercomputing technologies into space within the congraints imposed by that
environment. The availability of onboard computing capability will enable anew way of doing
science in gpace at sgnificantly reduced overdl cost. Thistechnology will embrace architectures
scalable from sub-watt systems to hundred-watt systems that support awide range of missons from
Earth-observing missions to degp space missions lagting ten years or more. Earth-observing
missions are typicaly conducted in a data-rich/power-rich environment with sensors capable of
producing gigabits to terabits per second. In the future, Earth Observations will use families of
indruments on spacecraft congdlations which utilize low- power and low-mass systems found in the
deep space missions. Degp gpace missions require ultra-low-power and low-mass systems capable
of autonomous control of complex robotic functions. These space-based systems must be highly
reliable and fault tolerant under extreme radiation conditions.

The REE Project will minimize or diminate radiationhardened components in the prototypes that
aredeveloped. This approach would alow shortening the technology insertion cycle for NASA
missons from its current 3 - 5 yearsto 18 months. In order to accomplish this god, sgnificant fault-
tolerant system software and algorithm development work needs to take place so that commerciad
architectures and components may be used reliably in space. It isthis software-implemented, fault
tolerance effort that is the highest risk/highest payoff and the legacy of the Project.

5.3.2 Technical Plan for REE

The technicad plan for the REE Project is organized into three mgjor efforts focused on
applications, system software, and computing testbeds.
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The REE applications have been sdlected based on their potentid for stimulating technology
development that enables smaller, chegper missons. It is the achievement of dramaticaly-increased
science return for the same or lower cost that is the reason for REE. Two technology themes
dominate this cong deration: miniaturization and performance. Space data systems must be
dramaticaly reduced in mass, power consumption, and sSize in order to meet the requirements of
missons in the Discovery, Surveyor, New Millennium, and other low-cost mission series. At the
same time, these systems must meet new performance standards driven by the need for more
autonomous, salf-managing spacecraft and by high-rate sensors capable of producing one to ten
gigabits of data per second. REE applications are defined and sdected in partnership with end-
product customers from the NASA flight codes for Space Science and Earth Science Enterprises to
address the dtrategic interests of these Enterprises. These applications teams represent the future
customer base for the REE Project deliverables and are crucid in assuring that REE is addressing
the right problems the right way.

The REE system software must meet two important requirements. Firg, it must be capable of
supporting fault-tolerant red-time (as opposed to “batch”) operation. A high leve of fault tolerance
will be required, especidly for misson-critica functions. Radiation+induced transient faults must be
detected and corrected in real-time. Hardware component failure must result only in incremental
(not catastrophic) reduction in performance. Among the HPCC Program elements, requirement of
real-time operation is unique to REE. Second, system software must support an architecture that is
scaable. Thiswill permit it to support an aray of misson needs and classes, ranging from high-
performance Earth orbiters to long-lived missonsto the outer Solar System. Scalahility isan issue
of importance to other HPCC Program dements aswell. REE focuses on the fault tolerance issues
of system software and services, but will rely on the other projectsto cover the more mainstream
scaable, pardld system software devel opment.

The REE computing testbeds will be used to develop, test, and eva uate low-power embedded
versons for space-basad computing of new high-performance computing architectures. Initialy,
ground-based testbeds will be developed in partnership with industry to vaidate the ability to lower
the power and improve the rdiability of commercia high-performance computing architectures. In
this environment, such issues as fault-tolerance, graceful degradation, scaability, testability,
reconfigurability, and performance can be explored without the consderable investment of time and
funding required for flight teting. The key to the success of these earth-based facilities is access.
They must be remotely available to developers of the applications (i.e., users) and the system
software. Hight testing of a hardware prototype isa crucid find eement of the technicad plan. For
space-based evauation, flight experiments for evaluating the early REE prototypes may be planned
for the later launches in the New Millennium Program or other flight testing opportunities. These
experiments may be viewed as flying testbeds where REE hardware and software prototype
systems may be tested and evauated in aredigtic environment.
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REE research will focus on two crucid technicd issues: fault-tolerant high-performance and
improvement in the performance- per-power ratio. It would be somewhat artificid to view these as
distinct and unrelated. Indeed, ultimately they may be distinguished only in that they represent
different implementations of the same scaable, architectural concepts. Moreover, they will not be
pursued to the excluson of mgor research effortsin the other technica areas discussed earlier.
However, in choosing this focus, REE is paving the way for NASA to meet the most challenging of
envisoned mission requirements, for example, providing an Earth-orbiting SAR processor capable
of tens of GigaFL OPS or supporting an outer planet mission having less than awatt available for
computing. Because the REE applications are chosen to represent computing problems typical of
the space environment, they will be used to provide focus and direction to this research.

The REE Project works in close partnership with industry, academia, and government. Teams are
formed to pursue the research and development goa's described above. These partnerships will
form atwo-way path for the infuson of new off-the-shelf component technology from industry into
NASA flight projects and for the transfer of REE-devel oped technology (fault-tolerance, packaging
and miniaturization, architectures, etc.) back into the private sector for commercid use. The
industria, academic, and government members of these teamswill be bona fide partnersin the REE
effort: between half and three-quarters of the Project’ s resources will be spent outside of NASA.
The vehicle that will be used in forming these partnerships or teams will be the Request for
Proposals (RFP).

Other federd agencies, particularly DoD and DARPA, are keenly interested in the directions that
REE will pursue. REE isdready coordinating its technical R&D activities with the Air Force
Research Laboratory Improved Space Computer Program (ISCP). REE will coordinate
investments with |SCP to avoid duplication in R& D, and to cover a broader range of spaceborne
computing concepts than ether program could afford separately.
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5.4 Learning Technologies (LT) Project
The god of the Learning Technologies Project is:

To research and develop products and services that use NASA information
and that facilitate the application of technology to enhance the
educational process for formal and informal education and life-long learning.

The god supports the Office of Human Resources and Education god for Educationa Technology
as seen at _http://education.nasa.gov/implan/figl.ntm and directly contributesto Nationa Prioritiesin
Educationa Excellence as noted on page 9 of the 1998 NASA Strategic Plan with 1999 Interim
Adjusments:

We involve the educational community in our endeavorsto inspire America’s students,
create learning opportunities, and enlighten inquisitive minds.

541 Overview

The NASA Learning Technologies (LT) Project uses NASA’singpiring mission, unique facilities,
and specidized workforce in conjunction with the best emerging technologies to promote excellence
in America s educationa system. LT works to enhance the public’' s scientific and technica
familiarity, competence, and literacy. LT accomplishesthis by capturing the educationa potentia of
NASA programs and by conducting and facilitating educationd projects at dl levels of the
American educationd sysem. LT will leave the American People with alegacy of education
technologies and applications. To date, 51 educationa projects have been established for the
educationa community to use on an ongoing basis.

It is known that the understanding of technology and computers has greetly affected people in the
United States. This trend has enhanced economic growth and improved daily life. Unfortunately, the
population is becoming dratified in its access to information. As aresult, children of economicaly-
chalenged parents may never have the opportunity to see acomputer in their own home. In this
case the information age may actudly be stimulating a further separation of the socid classes. To
help counter this effect, the LT Project isworking with the Department of Education to establish
gaff pogtions and training tools in our libraries, and public buildings to help educate parents who
need computer and technology skills. In doing so, they can further develop themselves and their
children,
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VISION: LT promotes effective use of NASA information and knowledge for education and life-
long learning.

MISSION: LT isNASA's |eader in the development of educationa technology.

LT has agtrong focus on multimedia, multisensory, interactive, internet-based technologies. It
leverages off of innovative date-of-the-art science. Many of LT’ s high-level milestones will develop
new capabilities from these sources.

LT isamulti-center activity managed by the HPCC LT Project Office at Ames Research Center.
LT funds activities that use the Nationd Information Infrastructure (e.g., Internet) and other
technol ogies to foster reform and restructuring excellence in math, science, computing, engineering,
and technical education. LT activitiesfal under the Educationa Technology category of NASA’s
Education Program.

5.4.2 Technical Planfor LT

The technicd plan for the Learning Technologies (LT) Project focuses on accomplishing the
following objectives:

Prototype breskthrough technologies that serve as a catalyst for learning environment use of
enginearing and scientific data by 9/00.

Demondtrate integrated learning technology products in relevant educationa environments by 9/01.

Production-ready breakthrough technologies that serve as a catdys for learning environment
use of engineering and scientific data by 9/02.

Solicit and implement LEARNERS |1 agreements with industry & academia by 9/03.
Develop prototype of revolutionary multisensory multimedia technology for education by 9/04.

Establish impact on NASA' s education mission through the demonstration of prototype
revolutionary multisensory multimedia systems for education by 9/05.

LT researches activities with these objectives to develop emerging technologies and develops them
into high-quality and affordable learning environments, connecting educators with NASA missons.,
Specid emphasisis placed on encouraging historicaly-underrepresented groups to pursue careersin
science, mathematics, and engineering. LT supports these educatorsin their own educationa gods,
in the gods of the educational syslemsin which they work, and in their efforts to improve those
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systems. Our requirements come from the NASA Implementation Plan for Education and the
NASA Strategic Plan.

Only a sdlect few can afford to tackle the education chalengesthat LT hastaken on. Inthe NASA
LT Dissemination Plan FY1998, LT expressad the need to reach all of the over 100 thousand
schoolsin the United States. LT is gpproaching dissemination to ten percent of this audience
through the establishment of interna and externd aliances, such asthe NSTA “Building a Presence”
initiative. LT will be developing robust technologies that can be used by both teachers and students
with minimal guidance and limited computational resources. LT will outline the development of user
friendly software and turn-key hardware to support newly-devel oped educational systems. In order
to bring the educationa experience of NASA’s new technology to the student, LT must effectively
close the gap between the rgpidly evolving world of the scientist and the chalenging environment of
the sudent. A comprehensive integration of Academiaand NASA technology will be required to
generate the prime interface to sudents.

Implementation of these objectives occurs largdly through the sponsorship, often in the form of
Cooperative Agreements, of numerous activities across dl of the NASA Centers and in the externd
community. Guidance in soliciting, selecting and evauating these activities comes from a steering
committee comprising the InterCenter Working Group (ICWG) and the LT Advisory Board. The
generd role of the LT Advisory Board isto examine Learning Technologies programs, products,
and sarvices and offer independent advice and guidance.

This process ensures that the highest-quality activities, with a baance of both near- and long-term
impacts, are supported to meet NASA Educationd Technology program goals, objectives and
actions. It also assures that these activities meet the milestones of the Learning Technologies Project
and the HPCC Program Gods, including one of the primary HPCC goals of disseminating
audience-gppropriate and qudity technologies to the American Public.
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5.5 NASA Resear ch and Education Network (NREN) Project

The god of the NASA Research and Education Network Project isto:

Extend U.S. technological leadership in computer communications
through research and development that advances |leading-edge networking
technology and services, then apply these enhanced
capabilitiesto NASA mission and educational services.

55.1 Overview

The god of the NASA Research and Education Network (NREN) Project is to provide a next-
generation network testbed that fuses new technologiesinto NASA mission gpplications. The
capahilities that are redlized by these new technologies will enable new methodologies for achieving
NASA science goads. Moreover, these networking technologies will provide NASA missons with
the advantages of enhanced data sharing, interactive collaboration, visudization and remote
indrumentation. NREN will meet these goa's through technology integration and collaborations
within the multi-agency Next Generation Internet program.

The NASA Research and Education Network (NREN) Project is the primary NASA part of the
Federd Next Generation Internet (NGI) initiative. The Next Generation Internet initiative is a multi-
agency Federd partnership with industry and academiato develop significantly higher-performance
networking technologies and systems-enabling, next-generation distributed applications between
scientists, engineers, and computing resources.

5.5.2 Applications

NREN istightly aigned with multiple NASA efforts. NREN's partnersinclude other HPCC
Projects, NASA Enterprises, NASA Centers, and other Federal agency NGI partners. NREN's
drategy to integrate advanced networking technologiesinto NASA applicationsis outlined below:

Evauate emerging network technologies that promise to enable future NASA gpplications
Prototype selected technologies using the NREN testbed

Extend the NREN testbed to key NASA application Sites

Prototype next-generation NASA applications on the NREN testbed, using the advanced
technologies, and validate successful approaches

Advanced network technologies will contribute different types of functiondity to various

HPCC/NASA misson activities. Emphasisisfocused on using advanced networking technologies
to enable gpplications that involve the geographica didtribution of computing facilities and/or people.
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Applications in the following areas are being pursued: support of virtua collaboration and remote
ingrumentation for the Agrobiology Inditute; efficient and timely distribution of large volumes of
datafor Earth Sciences; creation of virtua redity settings for Aerospace; and tele-seminars and
education outreach for the education community. These application areas are intended only asa
sample of current and planned activities.

5.5.3 Technologies

Through collaboration with key organizations within government, academia, and industry, NREN
will focus on the following technol ogies to enhance HPCC/NASA' s missons:

Quality of Service (QoS): QoS technologies address the commitment of resources to specific
gpplications, to ensure that the performance parameters such as bandwidth, latency, jitter, and
packet loss stay within an acceptable range. The ability to provide QoS to end-user applications
will enable efficient sharing of network resources among multiple users, while providing preferentia
treatment to selected gpplications during conditions such as scarce resources and varying delay.
NREN will investigate various gpproaches to QoS, including shaping traffic as it enters the network,
reserving network resources (e.g., ReSerVation Protocol , RSVP), utilizing different queuing
drategies within the routers, and labeling selected network flows and then providing preferentia
treatment to those flows within the network backbone (e.g., differential services).

Multicast: Multicast, point-to-multipoint transmission, isthe primary technology that enables
collaborative applications. Multicast wasinitidly introduced into the Internet by creeting virtud
multicast tunnels within the unicadt infrastructure. Tunneling, however, isonly an interim solution, as
itisextremdy inefficient. NREN istaking the lead in deploying native multicast in wide area
networks, thus enabling very high bandwidth multicast.

Multicadt isinherently unreliable tranamisson, sinceit is based on the unreliable UDP (User
Datagram Protocol) transport protocol. While most audio and video transmissions are tolerant of a
amal levd of packet loss, file transfer and imaging applications typicaly are not. Reliable multicast
isrequired for these latter activities, i.e., native multicast must be augmented by gppropriate
mechaniamsto add rdiability. Different strategies for achieving reliable multicast have been
proposed, including the use of forward error correction. NREN will evaluate the strengths and
weaknesses of these dtrategiesin the context of specific NASA gpplications.

Adaptive Middleware: NREN will prototype network technology to enable the creation of a

middleware-enhanced internetwork to support a very high- performance geographicaly distributed
heterogeneous information and computationa capability. The middleware will address scheduling
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and other QoS issues as wdll as security issues. Such a platform has the potentid of transforming
NASA missonsin the 21% century.

Gigabit Networking: Severd NASA Enterprise Programs are devel oping applications that will
involve interactive visudization of large data sets, these applications will require ultra:- high
bandwidth network connections. To support these applications, NREN will partner with the
National Transparent Optical Network (NTON), a 10+ gigabit/second optical network.

Hybrid Networking: Many NASA applications require access to remote Sites or to Sitesthat do
not have high-speed terrestrid connectivity. To support such applications, a combination of satdllite
and terrestrial networks must be used. Traditiona network protocols (designed and tuned for
terrestrid networks) may require modification to enhance performance in this high-latency, lossy
network environment. NREN will work with NASA Glenn Research Center personnel and with
commercid satdlite partners to enable high- performance NASA mission gpplications over hybrid
networks.

Traffic Engineering: Traffic enginesring isanaturd follow-on to NREN's Quality of Service
activities. The objective of traffic engineering isto enhance network performance by distributing
traffic evenly across network resources. Specific traffic-engineering cgpabilities which NREN will
investigate include assigning traffic to specific network routes, providing rapid traffic adaptation to
changes in network topology, and incorporating adminigtrative policiesin the routing process. These
traffic- engineering capabilities will enable more efficient utilization of system resources. This
trandates into improved services, in terms of both increased throughput and reduced delay, for
NASA applications.

Other network technologies are certain to emerge during the time span of this project plan. NREN
will evaluate other emerging network technologies and new paradigms for collaborative interactions
asthey arise, and prototype these technologies asiit is deemed appropriate.
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6 PROGRAM SCHEDULE

The currently active HPCC Program milestones are given in Section 6.1. The metrics and target
success criteriafor each milestone are dso listed.  All of the HPCC Program milestones (active and
completed) are given in the Appendix.

The HPCC Program operates under 8 PCA milestones, supported by 44 Program milestones. The
chronologica flow of Program milestonesinto PCA milestonesis represented graphicaly following
the milestone lig.

The Program has been designed to encourage cross- Project synergy when effective, especidly in
the development of domain-independent technologies. As a consequence, approximately 25% of
the active Program milestones are addressed by multiple Projects.

To retain tractability, whenever feasible, digtinct output metrics are identified for each Project
contributing to a Program milestone. Asaresult, even in cases where multiple Projects may be
working together to exceed a specific Program milestone, the target success criteriafor each
individua Project is documented. This dlows the determination of, for example, whether a specific
Project has met its target success criteriafor a milestone, independent of other Projects.
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6.1 HPCC Program Milestones and Output Metrics

Milestones Due | Output Metrics

Date
PCA-1 Develop component 9/01
technologiesfor
performance
1.1 Egtablish high-performance | 9/00 | CASESS/NREN: Integrated hardware and
testbed for gpplication software to provide a computing and
performance communications testbed for HPCC agpplications
(CAS/ESS/NREN) capable of 250 GFL OPS (benchmarks) and 3

locations with Gigabit WAN capability.

1.2 Edtablish 1t generation 6/01 | REE: Computing testbed capable of 30
scal able embedded computing MOPS/Waitt and scalable to at least 50 nodes.
testbed (REE)
1.3 Develop and apply 9/01 | CAS: Software toolsto reduce pardldization time
technologes to measure and from months to one week while maintaining 50%
enhance performance on high- application performance compared with manua
performance testbeds paraldization. Toolsto benchmark testbed
(CAS'ESS/NREN) performance in computing capability, database

manipulation, and scheduling to evauate dternate
scheduling strategies and choose optimal

approaches to reduce variability and improve
predictability of turnaround time. 3 rlevant
application codes parallelized; 3 data anaysis codes
pardlelized; documented evauation of pardldization
tools.

ESS: 90% of Round-3 codes with capabilities for
automated performance monitoring and
characterization. 30% of ESS Round-3 applications
operating at 3X improvement using negotiated
science metrics over basdline at the start of Round-
3.

NREN: Automated quality of service data collection
tool capable of measuring 2 service classes and
scaableto at least 5 nodes. 3X performancein 1
application each for aerospace and Earth sciences
through the integration of networking enhancements
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into application codes.

Milestones Due | Output Metrics
Date
PCA-2 Develop component 6/03
technologiesfor rdiability
and resour ces management
2.1 Develop real-timerdidbility | 3/02 | REE: 3 gpplications with 99% availability, 99%
for spaceborne computing relidbility over 5 years, and less than 50 msec
(REE) latency.
2.2 Develop embedded tools 12/02 | CAS: Toolsfor broadcasting local system status for
and services for autonomous utilization on digtributed systems. 3 gpplications with
resurce estimeation/request of tools for automated submission and management of
locd and digtributed ground multiple jobs, 3 applications with tools for utilization
based systems of new or modified resources on adistributed
(CAS/ESS/NREN) computing system within 1 day. Toolsfor job
execution management on distributed systems;
integration of new computing or storage node into
distributed computing system within one day.
ESS: Productionready commodity-based cluster
computing runtime and devel opment environments
portable to three Linux-based testbeds from
different vendors.
NREN: 3 gpplications with qudity of service
guarantees based on resource management of 5
network nodes. 50 Mbps throughput improvement
in 3 gpplications with the embedded capability to
automatically estimate and request WAN resources.
2.3 Develop toolsfor reiability | 6/03 | CAS: Application toolsto detect, classify and adapt

of ground-based computing
systems (CAS)

to faults on distributed computing nodes and
networks, 99% availability on distributed computing
systems (10 distinct resources including one each of
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computing node, mass storage and wide area
network).
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Milestones Due | Output Metrics
Date

PCA-3 Develop component 9/03

technologiesfor

inter oper ability and

portability

3.1 Tools and techniques for 3/02 | CAS: Didributed debugging cagpability on 6 digtinct

interoperable and portable platforms; adapt codes for interoperability within 1

applications in aerogpace, Earth week.

science and space science

communities (CASESS) ESS. Prototype Earth and space science
frameworks impacting at least 5 scientific
communities with interoperability among 2 or more
applications per framework. 3 gpplications
interoperating within a prototype Earth System
Modeling Framework. Integration of new module
into framework within 1 day; portability to new
computing system within 1 week. Two portable
pardld latency-tolerant adaptive mesh refinement
packages.

3.2 Interoperable and portable | 9/02 | NREN: 100% of externad NREN multicast

networking technologies connections via high-performance Multicast

(NREN) protocols among 5 NGI networks. Establish quality
of service and traffic engineering cgpabilities anong
3 NGI networks.

3.3 Interoperable and portable | 9/03 | CAS: Interoperability of 3 tools pre-processing

systems, services and
environments (CASESS)

CAD geometry data for application input;
interoperability of 10 tools spanning 3 aerospace
disciplines and indluding high-fiddity andyss,
integration of new tool into interoperability
framework within one day.

ESS: Portable productionready Earth System
Modeling Framework incorporating 5 disciplines.
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Milestones Due | Output Metrics

Date
PCA-4 Develop component 9/04
technologiesfor usability
4.1 Prototype/establish 9/00 | LT: 5 prototype technology or application advances
advanced technologies that providing internet-based multimedia interactive tools
sarve asacadys for learning addressing national education standards.
environment use of engineering
and scientific data (L T)
4.2 Production-ready 9/02 | LT: 5 production-ready technology or application
breskthrough technologies that breakthroughs providing internet-based multimedia
serve asacadyd for learning interactive tools addressing national education
environment use of engineering standards.
and scientific data (L T)
4.3 Develop tools to improve 3/04 | CAS: Visud-based assembly capability applied to 3
usability of aerospace aerospace applications to speed the problem set-up,
smulation cgpabilities (CAS) reduce learning time, and reduce s=t-up errors.
4.4 Devel op prototype of 9/04 | LT: Prototype technology for education with visud,
revolutionary multisensory auditory, motion and haptic interfaces and utilizing
multimedia technology for digitd libraries and atificid intdligence.
educeation (LT)
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Milestones Due | Output Metrics
Date

PCA-5 Demonstrate 9/02

integrated HPCC

technologies

5.1 Demonstrate embedded 9/00 | REE: 3 gpplications with 10X improvement (per

gpplications on 1t generation processor) in throughput over the 1999 RADG6000,

spaceborne computing testbed sgrt(n) processor scalability, and 50% of idedl

(REE) Speedup.

5.2 Demondrate integrated 9/01 | LT: LT-developed interactive multimedia

learning technology products in technologies distributed to 10,000 learning

relevant educationd environments such as schools, museums and science

environments (L T) centers, community centers and aerospace
education organizations.

5.3 Demondtrate improvement | 12/01 | CAS: Improvement in aerospace applications:

in time-to-solution for Complete combustor and compressor smulation in

aerospace gpplications (CAS) 3 hours each; high-fiddlity space transportation
vehide anadysisin 1 week and optimization enabled;
S& C database generation for agrospace vehicles
within 1 week; demondtration of improvementsin 4
NA SA-sponsored design events.

5.4 Demonstrate embedded 6/02 | REE: 3 applicationswith 10X improvement (per

goplications usng fault-tolerant processor) in throughput over the 1999 RAD6000,

techniques (REE) grt(n) processor scaability, and 50% of ided
performance speedup.

5.5 Demondrate sgnificant 9/02 | ESS. 10X improvement usng negotiated science

improvements in Earth and metrics over basdline a start of Round- 3 in 50% of

Space science gpplication al applications while interoperating among 2 codes.

codes (ESS) 20 high- performance modules compatible with
exiging frameworks.

5.6 Demongrate end-to-end 9/02 | NREN: 3 gpplications interoperating on multiple

networking capabilitieson
NASA missonoriented
aoplications (NREN)

QoS enabled networks; 50 Mbps (aggregate
interna) multicast; gigabit performance between 2
NASA stes, 2 gpplications utilizing enhanced hybrid
networking. Gigabit capability (end-to-end)
between 2 NASA sites;, Application-embedded
traffic engineering enabling query and efficient
priority utilization.
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Milestones Due | Output Metrics
Date
PCA-6 Demonstrate 9/05
significant engineering,
scientific, and educational
impactsfrom integr ated
HPCC technologies
6.1 Egtablish impact on Earth 9/03 | ESS:. 25 stientific research groups using gpplications
and space sciences through the supporting NASA science objectives operating at
demondtration of a production+ 10X improvement using negotiated science metrics
reedy high- performance Earth over basdine a start of Round- 3; 10 groups
and space science interoperating with stable Earth and space science
computationd Smulations frameworks impacting 5 scientific communities (2
vaidated by NASA Enterprise per framework; 3 for Earth Syssem Moddling
observational misson data framework).
(ESS/NREN)
NREN: 2 Earth and space science gpplications
across high-performance end-to-end networks with
gigabit performance and QoS enhancements.
6.2 Establish impact on space 6/04 | REE: 3 gpplications achieving 300 MOPS/Watt on
mission through the flight-qualified testbed with scalability to 50 nodes,
demondration of aflight-ready scaability of sgrt(n), availability of 99%, rdiability of
integrated system software, 99% over 5 years, red-time latency of lessthan 50
testbed, and application system msec and price-performance of 8 MOPS/$K
(REE) (100X). Capability for insertion time of lessthan 18
monthsinto flight vehicle
6.3 Establish impact on 9/05 | CAS Utilize didiributed heterogeneous computing

aerospace design and
operaions through the
demondtration of integrated
systems of gpplications, tools,
services and resources which
enable the high-performance
execution of interoperable
aerospace gpplications across
distributed heterogeneous
testbeds (CAS/NREN)

system (10 components) for: 3D steady-tate
multidisciplinary propulson sysem andlyssin 1 day;
high-fiddity full-vehide smulation of aircraft in 1
day; high-fiddity space trangportation vehicle
andysisin 1 day and optimization in 1 week.
Document improvements in 6 NASA-sponsored
design events and impact to 3 dements of the
nationa airgpace system.

NREN: 3 aerospace design applications across
high- performance end-to-end networks with gigabit
performance and QoS enhancements.
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6.4 Egtablish impact on
NASA'’s education misson

9/05

LT: Established classroom-ready prototype
technologies for education with visud, auditory,

through the demondration of motion and haptic interfaces and utilizing digital
prototype revolutionary libraries and artificid inteligence.

multisensory multimedia

systems for education NREN: Distance-learning application utilizing
(LT/NREN) adaptive networking technologies.
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Milestones Due | Output Metrics
Date
PCA-7 Establish sustainable | 9/06
and wide-spread customer
use of HPCC Program
technologies
7.1 Establish sustained price- 9/04 | ESS. Demondtrate 50 Gigaflops sustained
performance improvements for applications performance at $250K for 50% of
Earth and space science Round-3 Investigations.
gpplications (ESS)
7.2 Egtablish sustained 9/05 | REE: Technology sdlected for flight misson price-
utilization of commercid performance of at least 8 MOPS/$K (100X).
computing technologies for
spaceborne applications (REE)
7.3 Enablesustaineduseof LT | 9/05 | LT: Technologiesor applications shal be infused as
technologies by educationd atool to enhance the learning in a content area or
community (LT) multidisciplinary setting in at lesst 1,000 learning
environments such as schools, museums and science
centers, community centers and aerospace
education organizations.
7.4 Edablish sustained use of 9/06 | CAS Survey demondrating infuson of productior+
CAS tools and techniques ready applications and system software toolsinto
towards meeting Aerospace NASA Aerospace Technology programs,
Technology Enterprise gods aerogpace engineering industry and high-
and objectives (CAS) performance computing communities.
7.5 Transfer NREN 9/06 | NREN: Infuson of multicast, QoS, and traffic

technologiesto NASA’s
operational WAN (NREN)

engineering technologies into NASA operationd
WAN.
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PCA dpP Milest Due FY 00 FY O1 FY 02 FY 05 FY 04 FY 05 FY 06
an rogram Milestones Date + 2/ 3 4 1 2 3 4 1 23 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
PCA-1 Develop component technologies for 9/30/01 a
performance
1.1 Establish high-performance testbed for application performance 10/3/00
(CAS/ESS/NREN) ‘
1.2 Establish 1st generation scalable embedded computing testbed (REE) 6/30/01 ‘
1.3 Develop and apply technologies to measure and enhance performance 9/30/01
on high-performance testbeds (CAS/ESS/NREN) ‘
PCA-2 Develop component technologies for reliabilil 6/30/03 a
and resources management
2.1 Develop real-time reliability for spacebome computing (REE) 3/29/02 ‘
2.2 Develop embedded tools and services for autonomous resource 12/31/02
estimation/request of local and distributed ground-based systems ‘
(CAS/ESS/NREN)
2.3 Develop tools for reliability of ground-based computing systems (CAS) 6/30/03 ‘
PCA-3 Develop component technologies for 9/30/03 o
interoperability and portability
3.1 Tools and techniques for interoperable and portable applications in 3/29/02
aerospace, Earth science and space science communities (CAS/ESS) ‘
3.2 Interoperable and portable networking technologies (NREN) 9/30/02 A
3.3 Interoperable and portable systems, services and environments 9/30/03
(CASIESS)
PCA-4 Develop component technologies for usabilit) 9/30/04 a
4.1 Prototype/establish advanced technologies that serve as a catalyst for 9/30/00 ‘
leamning environment use of engineering and scientific data (LT)
4.2 Production-ready breakthrough technologies that serve as a catalyst for 9/30/02 A
leamning environment use of engineering and scientific data (LT)
4.3 Develop tools to improve usability of aerospace simulation capabilities 3/31/04
) A
4.4 Develop prototype of revolutionary multisensory multimedia technology 9/30/04 ‘
for education (LT)
PCA-5 Demonstrate integrated HPCC technologies | 9/30/02 a
5.1 Demonstrate embedded applications on 1st generation spaceborne 9/29/00 ‘
computing testbed (REE)
5.2 Demonstrate integrated learning technology products in relevant 9/28/01 ‘
educational environments (LT)
5.3 Demonstrate improvement in time-to-solution for aerospace applications 12/31/01 ‘
(CAS)
5.4 Demonstrate embedded applications using fault-tolerant techniques 6/28/02
(REE) A
5.5 Demonstrate significant improvements in Earth and space science 9/30/02 ‘
application codes (ESS)
5.6 Demonstrate end-to-end networking capabiliies on NASA 9/30/02 ‘
mission-oriented applications (NREN)
PCA-6 Demonstrate significant engineering, scientifi 9/30/05
Jand educational impacts from integrated HPCC a
technologies.
6.1 Establish impact on Earth and space sciences through the 9/30/03
demonstration of a production-ready high-performance Earth and space ‘
science computational simulations validated by NASA Enterprise
observational mission data (ESS/NREN)
6.2 Establish impact on space mission through the demonstration of a 6/30/04
flight-ready integrated system software, testbed, and application system A
(REE)
6.3 Establish impact on aerospace design and operations through the 9/30/05
demonstration of integrated systems of applications, tools, services and
resources which enable the high-performance execution of interoperable ‘
aerospace applications across distributed heterogeneous testbeds
(CASINREN)
6.4 Establish impact on NASA's education mission through the 9/30/05
demonstration of prototype revolutionary multisensory multimedia systems ‘
for education (LT/NREN)
PCA-7 Establish sustainable and wide-spread custon 9/29/06 .
use of HPCC Program technologies
7.1 Establish sustained price-performance improvements for Earth and 9/30/04 ‘
space science applications (ESS)
7.2 Established sustained utilization of commercial computing technologies 9/30/05 ‘
for spaceborne applications (REE)
7.3 Enable sustained use of LT technologies by educational community (LT) 9/30/05 ‘
7.4 Establish sustained use of CAS tools and techniques towards meeting 9/29/06
Aero-Space Technology Enterprise goals and objectives (CAS)
7.5 Transfer NREN technologies to NASA's operational WAN (NREN) 9/29/06

4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd 3rd 4th 1st 2nd  3rd
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7 PROGRAM RESOURCES

The Program will be accomplished within the budget dlocations and resources listed below. The
presented HPCC Program budget is consistent with the President’s FY 2000 budget as enacted by

Congress.

7.1 Funding by Enterprise

R&D NOA| Prior | FY9 | FYoo | FroL | FYro2 | FYo3 | FYr® | FYos BTC Total
PY $M

Totd 400.4| 475 69.4| 749 76.2| 67.0| 565 294| 146| 8359
HPCC

Aerospace | 241.6| 20.6 242 242 255| 273| 274| 254| 146| 4308
Space 104 84 195 249 249 13.9 13.9 0.0 0.0| 115.9
Science

Earth 1314| 145 219( 218( 218 218 112 0.0 0.0| 2444
Science

Education 17.0 4.0 3.8 4.0 4.0 4.0 4.0 4.0 0.0| 448

The following program codes are assgned to HPCC funds:

Code R - Office of Aerogpace Technology
509- 10 Computational Aerospace Science Project

509-10-41 NASA Research and Education Network Project

CodeY - Office of Earth Science

625- 20 Earth and Space Sciences Project

625-20NASA Research and Education Network Project
625-40 Learning Technologies Project

Code S - Office of Space Science
626- 30 Remote Exploration and Experimentation Project
626-30NASA Research and Education Network Project

Code F - Office of Human Resources & Education
332-41 Learning Technologies Project
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7.2 Funding by Center

R&D NOA FY 99 FY 00 Fy 01 Fy 02 Fy 03 FY 04 FY05
:(otzK 47,500 69,400 74,900| 76,200| 67,000 56,500 29,400
HPCC

ARC 17,409 26,488 16,177 17,352 17,885 19,395| 16,495
DFRC 150 150 150 150 150 150 150
GRC 5,223 6,138 5,813 5,955 6,668 5,870 5,870
GSFC 10,950 12,245 20,410 19,730 19,730 9,430 1,530
JPL 9499| 19646 27,230 27,910 16,910 16,610 310
JSC 215 215 215 215 215 215 215
KSC 17 8 50 50 50 50 50
LaRC 3,737 4,410 4,505 4,488 5,042 4,430 4,430
MSFC 250 50 300 300 300 300 300
SSC 50 50 50 50 50 50 50
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7.3 Workforce by HPCCP Project

FY 1999 FY 2000 FY 2001 FY 2002 FY 2003 FY 2004 FY 2005
HPCC Program 108 120 119 120 123 122 107
Project Center
Computational Aerosciences 85 92 92 93 95 95 95
ARC 24 24 25 25 25 25 25
LaRC 12 17 13 14 16 16 16
GRC 49 51 54 54 54 54 54
Earth and Space Sciences 12 15 15 15 16 15 0
GSFC 12 15 15 15 16 15 0
JPL 0 0 0 0 0 0 0
Remote Exploration And Experimentation 0 0 0 0 0 0 0
ARC 0 0 0 0 0 0 0
GSFC 0 0 0 0 0 0 0
JPL 0 0 0 0 0 0 0
NASA Research and Education Network 6 7 6 6 6 6 6
ARC 6 7 6 6 6 6 6
Learning Technologies 5 6 6 6 6 6 6
ARC 2 3 3 3 3 3 3
DFRC 0 0 0 0 0 0 0
GSFC 0 0 0 0 0 0 0
JPL 0 0 0 0 0 0 0
JSC 1 1 1 1 1 1 1
KSC 0 0 0 0 0 0 0
LaRC 0 0 0 0 0 0 0
GRC 2 2 2 2 2 2 2
MSFC 0 0 0 0 0 0 0
SSC 0 0 0 0 0 0 0
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8 CONTROLS

The process for controlling changes of the HPCC Program and the subordinate Projects is
hierarchical and described in this section.

8.1 Program and Project Changes

The Program Commitment Agreement (PCA), the Program Plan, and each Project Plan (CAS,
ESS, REE, NREN, and LT) are controlled documents. The retention, updating, and approva of
these documentsiis controlled as follows:

Document Retains Preparation of Approves
Approved Updated Documents
Documents Documents
Primary Supporting
Program NASA HQ HPCC EC Program Office Adminigrator
Commitment | Program Office
Agreement
Program Plan | Program Office Program Office Project Offices HPCC EC
AA — (Codes
F.RSandY)
Project Plans | Project Offices Project Offices Task Managers Program
Performing Orgs. Manager

Any change to the HPCC Program or an HPCC Project which dters the commitments within a
controlled document must be approved by the gpproving officid(s) for dl levels of documents
impacted by the proposed change. The PCA and Program Plan include change logs which
document al changes from the beginning of the HPCC Program to the date of the latest approved

change.
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8.2 HPCC Computing and Networking Testbeds

All participantsin the NASA HPCC Program must comply with current NASA security policies
regarding access to networks and computers.

8.3 Sensitive Technology

NASA center management, working with industry and NASA HPCC researchers, are responsible
for identifying sendtive technologies. These technologies are handled in such away that their
dissemination to foreign persons, companies, laboratories, and universtiesis restricted.

Sengtive information that is generated under formal cooperative research agreements between
NASA and non-Federa partiesis protected by the amended (October 1992) NASA Space Act of
1958. Data produced under such an arrangement will be protected from Freedom of Information
Act (FOIA) requests for a period of 5 years after the date of dissemination.

Negotiated License Agreements are used to restrict access to privately-devel oped technology
performed under the auspices of the NASA HPCC Program. These agreements provide NASA
with limited rights to use proprietary data or designsin NASA in-house or cooperative research
projects. These agreements specify limits on the distribution and use of the proprietary data by
NASA and NASA-licensed entities.

Some software and information developed solely within the NASA HPCC Program may be subject
to protection under the Export Adminigtration Regulations (EAR) or the Internationd Trafficin
Arms Regulations (ITAR), which are export controls established by law. The participantsin the
HPCC Program will follow applicable export control laws. These regulations establish lists or
categories of technical data and/or products that may not be exported without an approved export
license. (Note that the definition of “exported” includes “disclosed” and “ discussed” aswell as
published.)
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9 RELATIONSHIPSTO OTHER PROGRAMSAND AGREEMENTS

The NASA HPCC Program is an element of the national HPCC activities, as coordinated by the
Nationa Coordination Office (NCO) for IT R&D (see http:/mwww.ccic.gov/).

The Nationa Coordinating Office (NCO) coordinates the federal multi-agency research and
development activities. The NASA HPCC Program is engaged with the strategic planning,
coordination, and reporting activities of the NCO. Through the NCO, the NASA HPCC Program
isin touch with the latest trends in federal 1T R&D drategies and meets the NASA HPCC
commitmentsto the federd IT R&D activities By participating in NCO reporting activities, the
NASA HPCC Program receives high-leve review through inclusion in such documents asthe IT
R&D Annud Report and IT R&D Implementation Plan.

Specific interactions between the NASA HPCC Program and the NCO include:
Interactions with the NASA IT R&D Subcommittee and working group representatives
Evduation of PITAC findings for rdevance to NASA HPCC Program planning and execution
Active involvement with NCO planning and coordination activities
Active support of NCO reporting activities
The HPCC Program contributes directly to the gods of the NASA Strategic Plan, aswell as
contributing to the effectiveness of other NASA Programs which utilize high- performance computing
and communi cations technologies in their support of the NASA Strategic Plan. Asother NASA
Programs rely on CoSMO, SOMO, and NISN for production, high-performance computing and

communications resources, CoSMO, SOMO, and NISN are customers of the successful
technol ogies demonstrated by the HPCC Program.

Internd agreements.

1. NREN and NASA Integrated Services Network (NISN): Memorandum of Understanding on
interna technology collaboration and transfer to NASA operationa networks, May 1997.

Externa agreements;
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1. National HPCC Software Exchange. NASA and other Federal HPCC agencies, working in
concert with academia, have devel oped a National HPCC Software Exchange to provide an
infrastructure that encourages software reuse and the sharing of software modules across
organizations through an interconnected set of software repositories. This multiagency effort
wasinitiated in FY 1992 and continues through FY 2001.

2. Office of Management and Budget “Terms of Reference,” revised annudly. Commitments
between OMB and Secretaries Administrators of participating federd agencies who gt on the
Nationa Science and Technology Council (NSTC). This document is used to develop a
planning framework, program priorities and budget options for consideration by the individua
agencies, OMB and ultimately the President.

3. NREN and Computing and Interdisciplinary System Office (CISO)/GRC: Memorandum of
Understanding on hybrid technology collaboration and advanced gpplication demongtrations,
November 1997.

4. Next Generation Internet: NGI Implementation Plan (available at http:/Avww.ngi.gov), Feb.
1998.

5. MOU between NASA and Silicon Graphics Inc. for collaborations in high-end computing, May
1999.

Reference documents: (avallable at hitp://www.ccic.gov/)

1. High Performance Computing and Communications. FY 1998 Implementation Plan, September
3,1998. Commitments between senior executives of participating federal agencieswho st on
the NSTC Committee on Information and Communications (CIC). The Implementation Plan is
used to annudly review program goals, objectives, technica gpproaches, management
approaches and milestones.

2. Information Technology Research: Investing in Our Future: February 24, 1999 Report to the
President of the President’ s Information Technology Advisory Committee (PITAC) on future
directions for Federal support of research and development for information technology.

3. Next Generation Internet Initiative: February 1998 Implementation Plan. Summarizes the goals,
resources, management, and time line of the NGI Initietive.

4. PITAC Review of the Next Generation Internet Program and Related Issues: April 28, 1999
Report to the President of the President’ s Information Technology Advisory Committee
(PITAC) on theimplementation of the NGl Initiative.
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5. Information Technology for the Twenty-First Century: A Bold Investment in America s Future:
June 1999 Proposed in the President’ s FY 2000 Budget.
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10 ACQUISITION STRATEGY

Free and open competitive procurements will be used to the maximum extent possble. Among the
procurement vehicles that are expected to be put to use in the NASA HPCC Program are NASA
Research Announcements (NRA), NASA Cooperative Agreement Notices (CAN), and Requests
for Proposals (RFP). These vehicleswill result in grants, cooperative agreements and contracts.
Cooperative Agreement Notices (CAN) will be used to the maximum extent possible for the
incorporation of technology and gpplications into the Program. Exigting vehicles, such asthe
Scientific and Engineering Workstation Procurement [1 (SEWP I1) contract, may aso be used.
Interagency agreements for joint R& D endeavors and the utilization of early prototype systems will
also be used.

61



11 COMMERCIALIZATION OPPORTUNITIES

Commercidization opportunities will be exploited through Space Act Agreements, Cooperative
Research Agreements and Memoranda of Understanding with industry. Joint projectsin high-risk
areas will be pursued on a cost-sharing basis with industry and in close collaboration with
government |aboratories and academia. NASA will foster horizonta partnerships between NASA
and multiple companies within the aerospace sector. The NASA HPCC Program Office will dso
foster the verticd integration of collaborative teams between hardware suppliers, third-party
software vendors, and members of the U.S. aerospace community. Lastly, the NASA HPCC
Program sponsors and conducts technical meetings and workshops and promotes the publication of
scientific and technica papers to maintain the flow of technology from NASA to industry and
academia

62



12 TECHNOLOGY ASSESSMENT

HPCC isa computer research program that pursues technologies that are between five and twenty
years of maturity. Applicationsin the areas of earth science, space science, and aerospace
trangportation systems are used as drivers of HPCC' s computationa technology research, providing
the requirements context for the work that is done.

HPCC conducts TRL 2-6 research activities intended to prove feasibility, develop and demonstrate
computing technologies for eventud introduction into NASA operations through operationa entities
like CoOSMO, NISN, SOMO and EOS. For example, HPCC work in spaceborne COTS pardlel
computing systemsisnow at the TRL 2-3 stage, but is planned to attain TRL 6in 2004. In
addition, HPCC conducts education technology outreach demonstrations that are essentially at TRL
7-8. Appendix D includes a description of TRL 1-9.
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13 DATA MANAGEMENT

The HPCC Program does not execute science missions and, therefore, does not create science data
in the sense that would need to be addressed in this section.
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14 RISK MANAGEMENT

141 Overview

Risk isinherent in the research and development of new technologies, particularly in the highly
dynamic area of high-performance computing and communications. Example identified risks for the
HPCC Program, the impact and probability of these risks, and the associated risk probability
mitigation Strategies, are presented in Section 14.3. The risk mitigation processis fully documented
in the HPCC Program Risk Mitigation Plan.

14.2 Risk Management Process

An ongoing risk management process is employed in the HPCC Program:

Communicate
Document

| dentify

Risks areidentified a al levels of the Program on a continuous bass. An example current ligt of
Program-levd risksisincluded in Section 14.3. Project pecific risks are identified in the five
HPCC Project Plans. Programt-level risks, as well as Project- pecific risks, are reviewed on at
least an annua basis concurrent with the review of the Program’ s controlled documents (see Section
8.1). Program reviews, identified in Section 17, aswell as Project-level boards, such asthe LT
Advisory Board (see Section 5.4.2), are essentid elements of the risk identification sub-process.

Analyze

A three-leve risk exposure andysis has been gpplied to the current Program-level risks. The impact
and probability of the risks are rated low, medium, or high. Thisresultsin nine distinct values of risk
exposure, dlowing for aranking of risks.
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Plan

In generd, Program-level risks must be monitored continuoudy, and action isrequired on a
continuous basis to achieve mitigation. Risk probability mitigation actions are identified for each
example Program-levd risk in Section 14.3.

Track

Risk impact and probability are tracked. 1n addition, progress towards milestonesis used asarisk
indicator for the Program. Due to the milestone hierarchicad structure (e.g., multiple task milestones
enabling project milestones, multiple project milestones enabling program milestones, multiple
program milestones enabling PCA milestones) progress towards milestones provides effective
warning of risk probability in not meeting schedule commitments.

Control

Risk-gpecific indicators may trigger, for example, areview of more aggressive risk impact and risk
probability mitigation and/or risk contigency plans. Any foreseeable delay of Program or PCA
milestones triggers the review of appropriate Program:leved risk mitigation and/or risk contigency
plans. Risk indicators triggered at the task- or project-milestone level are addressed with mitigation
actions a the Project level.

Communicate

Risk management processes are reviewed on an annud basis concurrent with the review of the
Program’s controlled documents (see Section 8.1).
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14.3 Risk Identification, Analysis, and Mitigation

Examples of Program:-level risks are presented below. For each risk, the impact and probability of
therisk are identified. In addition, ongoing processes to reduce the probability of therisk are
presented. The Project-specific risks are addressed in the 5 HPCC Project Plans.

Risk Risk Risk Risk Probability
Impact | Probability | Mitigation Processes

Mogt critica current | High Medium Engage HPCC EC WG in selection processes

gpplications not Periodically review sdection criteriaand

addressed selected projects with HPCC EC and EC WG
Review, and if necessary, redign gpplication foci
on aperiodic basis

Program does not High Medium Involve customersin the technica

remain current with implementation, from concept through ddivery

evolving cusomer Monitor potentia changesin customer

technica requirements

requirements Design approach to adapt to customer changes

Partners do not High Medium Forma MOU/MOAs

meet resource Periodic management review

commitments Formd joint plansteams

Reductiorvloss of High Medium Advocate benefits to customers/'stakehol ders

funding Identify opportunities for expanded customer
base

Technicd projects | Medium | Medium Monitor progress towards al milestonesin

do not meet hierarchical milestone Structure

performance or Regularly-scheduled reviews of technicdl

schedule progress and status

commitments Identify and utilize leverage opportunities by
redirecting technical approaches among the
various activities

Technical project Medium | Low Fecilitate inter-project integration and

duplicative and/or coordination

not coordinated with Re-dlocate resources to reduce inappropriate

adifferent HPCC technica duplication

project

Changesintechnicd | Medium | Low Fecilitate inter- project integration and

project activities coordination

adversdly affect a

different HPCC
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project

Unavailability of Medium | Low - Edtablish partnerships with other programs and
major computationa organizations

fadlities - Formdize rdaionships through agreements

15 LOGISTICS

The HPCC Program is aresearch and technology development program, not a systems
development program. As such, there are no logistics considerations.
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16 TEST AND VERIFICATION

Architectures and software will be evaluated using performance benchmarks based on redl
applications in the areas of aerospace transportation systems, and Earth and space sciences.
Forma methods for software test and verification may be gpplied to aid in performance prediction
and architecturd design.
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17 REVIEWS

Each of HPCC' sfive projects reports technical, cost and schedule status on amonthly basisto the
Program Manager.  In-depth reviews of each HPCC Project are conducted annually by the
Program Manager. Typicdly, these consst of end- of-year site reviews at the lead project centers.

The Program Manager reports performance monthly to the Director of Ames Research Center and
the Ames Management Council. The Program Manager reports performance quarterly to the
Office of Aerospace Technology consistent with the requirements of the NASA Program
Management Council. Members of the HPCC Program Executive Committee and Executive
Committee Working Group are invited to these quarterly reviews by the Office of Aerospace
Technology. The Office of Aerospace Technology reports Program status quarterly to the NASA
PMC.

Reviews of Program plans and strategic directions are conducted annudly by the HPCC Executive
Committee (see Sec. 4.3).

HPCC is subject to reviews by the Independent Annud Review (IAR) committee. Thesereviews
are typically conducted during the last quarter of each fisca year.

HPCC routindly generates the following reports:

» HPCC Program Annua Report
» HPCC Program Quarterly Report
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18 TAILORING

This Program Plan conforms to the NASA Program and Project Management Processes and
Requirements (NPG 7120.5A), with adaptations gppropriate to an ongoing and relatively small
activity. Sections on acquisition strategy, commercidization opportunities, technology assessment,
risk management, logigtics, test and verification, and reviews are tailored to the nature of this
technology program.
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19 CHANGE LOG

19.1 ChangesFrom Program Inception (1992)

1.

10.

January 1994. Additiona CAS work content was added in response to expressed need
from aeronautics airframe and propulsion indudtry.  Information Infrastructure Technology
and Applications (II'TA) milestones were redigned to reflect budget stretch and IRM
reductions.

March 1996. Combined smilar CAS and ESS milestones. Included out-year milestones.
Eliminated 1I'TA milestones due to funding cuts.

February 1997. Responded to Presidentid initiative to develop NGI. Developed new NGI
milestones and replanned $25M in FY 98-00 to meet the milestones.

September 1997. 1ITA Project ends due to funding cuts.

October 1997. LT Project initiated. 1ITA education activities and milestones transferred to
LT.

April 1999. REE FY99 and FY 00 baseline milestones rescheduled to adjust for
diverson of REE funds to the federaly-mandated NREN/NGI effort.

April 1999. NREN milestone (NR8) wording and due date changed to more accurately
reflect network improvements and NGI application selections.

April 1999. New milestonesfor CAS, ESS, LT and NREN added for out-yesars.

April 1999. New milestone added for the Program to re-evauate program and project
plans with respect to upcoming Agency IT Strategic Plan. Milestone recommended from
HPCC EC mesting of 12/15/98.

April 2000. Phase Il organization and program objectives updated. Basdline milestones
established.
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20 APPENDIX A — GLOSSARY

ARC Ames Research Center

AT Aerospace Technology

ATM Asynchronous Transfer Mode

CAN Cooperative Agreement Notice

CAS Computationa Aerospace Sciences

CIC Computing, Information and Communications

CLCS Checkout and Launch Control System

CORE Centra Operation of Resources for Educators

CoSMO Consolidated Supercomputing Management Office
COTS Commercid Off The Shelf

DARPA Defense Advanced Research Projects Agency

DFRC Dryden Hight Research Center

DoD Department of Defense

DoE Department of Energy

EAR Export Adminigtration Regulations

EB Executive Board (for Aerospace Technology Enterprise)
EC Executive Committee (HPCC mullti- Enterprise)

EOS Earth Observing System

EPA Environmental Protection Agency

ES Earth Science

ESS Earth and Space Sciences

FOIA Freedom of Information Act

GFLOPS Billion Floating Point Operations Per Second (GigaFL OPS)
GRC Glenn Research Center

GSFC Goddard Space Hight Center

HPCCP High Performance Computing and Communications Program

HQ Headquarters
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IAR Independent Annud Review

ICWG InterCenter Working Group

ITA Information Infrastructure Technology and Applications

IRM Information Resources Management

|SCP Improved Space Computer Program

IT Information Technology

ITAR Internationd Traffic in Arms Regulaions

JPL Jet Propulsion Laboratory

JSC Johnson Space Center

KSC Kennedy Space Center

LaRC Langley Research Center

LEARNERS Leading Educators to Applications, Research and NASA-related
Educational Resourcesin Science

LSN Large- Scale Networking

LT Learning Technologies

MOA Memorandum of Agreement

MOPS Million Operations Per Second

MOU Memorandum of Understanding

MSFC Marshdl Space Hight Center

NCO Nationa Coordinating Office

NGI Next Generation Internet

NHSE National HPCC Software Exchange

NISN NASA Integrated Services Network

NIST Nationd Ingtitute of Standards and Technology

NPG NASA Procedures and Guiddines

NRA NASA Research Announcements

NREN NASA Research and Education Network

NSA Nationa Security Agency

NSF Nationa Science Foundation

NTSA National Science and Teachers Association
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OMB Office of Management and Budget

PCA Program Commitment Agreement

Pl Principd Investigator

PITAC Presdent's Information Technology Advisory Committee
PMC Program Management Council (NASA HQ Leve)

QoS Qudity of Service

R&D Research and Devel opment

R&T Research and Technology

REE Remote Exploration and Experimentation

RFP Request for Proposal

X C Stability and Controls

SEWP Scientific and Engineering Workgtation Procurement
SOMO Space Operations Management Office

SS Space Science

SSC Stennis Space Center

TFLOPS Trillion Hoating Point Operations Per Second (TeraFLOPS)
TRL Technology Readiness Leve

WBS Work Breakdown Structure
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21 APPENDIX B— COMPLETED PROGRAM MILESTONES

Milestones

FY 93
I nterconnects to NSFnet at 45 Mbps

Initid development testbeds ingtdled using available high- performance
hardware (1-10 Giga- FL OPS sustained)

FY A4

Ingtall 10-50 GigaFL OPS sustained testbed (scalable to 100 GigaFL OPS)
for Grand Chdlenge teams

Demondirate T-3 (45 Mbps) Level 3 HPCC interconnects

FY 95

Demondrate satdllite-based gigabit gpplications usng the Advanced
Communications Technology Satdllite (ACTS) and associated ground
terminds

Evduaeinitid K-12 digitd educationd materid

Demondrate initial remote sensing database (RSD) applications over the
Nationa Information Infrastructure

FY 96
Ingtal 50-100 GigaFL OPS sustained scalable testbed

Demondtrate portability and scalability of software components and toolsto
TeraFLOPS systems

FY 97

Demondtrate integrated, multidisciplinary gpplications on TeraFL OPS
scalable testbeds

FY 98

Ingtall 100-250 GigaFL OPS sustained scalable TeraFL OPS testbed
Provide mature remote sensing data gpplications over the Nationd
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Due Date

6/93
9/93

6/94

9194

6/95

9/95
9/95

9/96
9/96

9197

6/98
9/98

Status

Complete
Complete

Complete

Complete

Complete

Complete
Complete

Complete
Complete

Complete

Complete
Complete



Research and Education Network

Didribute mature K-12 curriculum products over the Nationd Information 9/98 Complete
Infrastructure
Demondtrate results of mature DLT Projects 9/98 Complete
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Milestones

FY 99

Egtablish next generation internetwork exchange for NASA to connect
Grand Chdlenge univerdties principd investigators to NASA high-
performance resources

Demongtrate 200-fold improvements over FY 1992 basdline in time to
solution for Grand Chalenge gpplications on TeraFL OPS testbeds
Evaluate HPCC program and project plans towards meeting objectives and
gods of the Information Technology Inititive

Demondirate portable scaable digtributed visudization of multi-terabyte 4D
datasets on TeraFL OPS scaable systems

Complete theinitid efforts of HPCC by demongtrating improvements for
aerosciences, Earth science, and space science gpplications
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Due Date

10/98

6/99

8/99

9/99

9/99

Status

Complete

Complete
Complete
Complete

Complete



22 APPENDIX C — Funding by Enterprise per HPCC Project

Project Code [ FY1999 | FY2000 | FY2001 [ FY2002 | FY2003 | FY2004 [ FY2005
CAS 16,500  19,766]  21,250]  22,400] 24,200 24,300 22,300
R 16,500 19,766| 21,250 22,400  24,200]  24,300] 22,300
ESS 11,6000 19,667] 20,900] 20,900 20,900] 10,300 0
Y 11,6000 19,667] 20,900] 20,900 20,900] 10,300 0
REE 7,400]  18,167| 24,900 24,900 13,900 13,900 0
S 7,400 18,167| 24,900 24,900 13,900 13,900 0
LT 50000 3,800 4,000 4,000 4,000 4,000 4,000
Y 1,000 0 0 0 0 0 0
F 4,000 3800 4,000 4,000 4000 4,000 4,000
NREN 70000 8000 3850 4,000 4000 4,000 3,100
R 4,100 4434 2950 3,100 3,100 3,100 3,100
s 1,000 1,333 0 0 0 0 0
Y 1,900 2,233 900 900 900 900 0
PROJECTS TOTAL 47,5000 69,400 74,900 76,200] 67,0000 56,500] 29,400
Project | FY1999 | FY2000 | FY2001 | FY2002 [ FY2003 | FY2004 | FY2005
R 20,600] 24,200 24,200 25,500 27,300]  27,400] 25,400
CAS 16,500 19,766] 21,250] 22,400  24,200]  24,300] 22,300
NREN 41000 4434 2950 3,100 3,000 3,100 3,100
s 8,400 19,500 24,900 24,900 13,900 13,900 0
REE 7,400]  18,167| 24,900 24,900  13,900] 13,900 0
NREN 1,000 1,333 0 0 0 0 0
Y 14,5000 21,900 21,800] 21,800 21,800] 11,200 00
ESS 11,6000 19,667] 20,900] 20,900 20,900] 10,300 0
LT 1,000 0 0 0 0 0 0
NREN 1,000 2,233 900 900 900 900 0
F 4,0000 3,800 4,000 4,000 4,000 4,000 4,000
LT 4,000 3,800 4,000 4,000 4,000 4,000 4,000
TOTAL 47,5000 69,400 74,900]  76,200] 67,0000 56,500] 29,400
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23 APPENDIX D — NASA Technology ReadinessLevels(TRLS)

Systems Test, TRL 9- Actual System “ I_:Ilght Prov_en" Through
Launch & Successful Mission Operations
Operations .
TRL 8- Actual System Completed and “Flight
Qualified”
Through Test and Demonstration
— Ground or Flight
System/Subsystem ( ght)
Development TRL 7 - System Prototype Demonstration in a
Space Environment
——
TRL 6 - System/Subsystem Model or Prototype
Demonstration in a Relevant Environment
Technology G dorS
Demonstration (Ground or Space)
TRL 5- Component and/or Breadboard Validation in
Relevant Environment
Technology r
Development | TRL 4- Component and/or Breadboard Validation in
| Laboratory Environment
-
M~ TRL3- Analytical and Experimental Critical Function
1 and/or Characteristic Proof-of-Concept
Research ———
to Pr(_)v_e_ L TRL 2 - Technology Concept and/or Application
Feasibility - Formulated

Basic
Technology
Research
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